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Annomayua. B cratbe paccMaTpHBAaIOTCS CHOCOOBI aBTOMaTHYECKOrO aHAIN3a
MHEHHH JUIS1 OLEHKH IT0JIb30BATEIBCKOrO OMbBITa MPUMEHUTETHHO K OT36IBAM HA MPOEKTHI
B paMKax OHJIAH-KypCOB 10 TiporpammMuposanmio Ha Python, Java u Kotlin, mpencras-
JICHHBIX Ha aHTIO3BIYHON oOpasoBatenbHoi miarpopme Hyperskill. B nccnemoBannu
OITUCHIBACTCS TIOIXO]] C ONOPOH Ha METOJbI aHAIN3a TOHAIBHOCTU U U3BJICUCHHS KIIO-
YEBBIX CJIOB, XapaKTCPU3YIOUIMX OTHOIICHHE MOJIB30BaTeNel K M3ydaeMbIM TeMaM,
o0pa3oBaTenbHOMY TIpoIeccy U IutaTdopme B menoM. st onpeneneHns: TOHATbHOCTH
OT3BIBA M BBIJICTICHUS KIIIOUEBBIX CJIOB mcronb3ylorcst anroputMsl VADER u RAKE-
NLTK coorBercTtBenno. VccnenoBanue moka3aio, 9YTO COBMEMICHHE STHX HHCTPYMCH-
TOB MOXKET CUUTATHCS H(P(HEKTUBHBIM TSI ONPEIETICHUS] HACTPOCHUH 00YJaiOMMXCsL.

Knrouegvie cro6a. KOMIIBIOTEpHAs JIMHIBHUCTHKA; aBTOMaTH4ecKas oOpaboTka
€CTECTBEHHOTO SI3bIKA; AHAJIN3 TOHATBHOCTH, W3BJICYCHHE KIFOUEBBIX CIIOB; OIIEHKA
TIOJTB30BATEIIHCKOTO OITBITA; OHJIAIH-00pa30BaHNKe; BIICUATICHNS 00yJatOIIIXCS.

© Kupuna M.A., 2024

! [y6nukarys mOArOTOBNIGHA B pe3yIbTaTe MPOBEACHHS HCCICAOBAHHS IIO
npoekty «Tekcr kak Big Data: MomenmipoBaHie KOHBEPIeHTHBIX MPOLECCOB B SI3bIKE K
peun nudpOBEIMH METOJaMU» B paMkax [IporpamMMsl ¢yHIaMEHTaIBHBIX HCCIEIOBA-
uuit HUY BIID B 2023 1.

AsTtop BeIpaxkaeT OmaromapHocTh A.Jl. MockBuHON 3a momoIms B cbope naH-
HBIX ¥ KOMMEHTApHH Ha Pa3HBIX TaMax HCCIETOBAHMS.
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Abstract. The article focuses on the application of opinion mining techniques to
evaluate user experience on the Hyperskill educational platform, using Python, Java,
and Kotlin programming projects as the basis of analysis. The study utilizes sentiment
analysis and keyword extraction methods to gauge users' attitudes towards the platform,
learning process, and topics covered. To achieve this, the VADER and RAKE-NLTK
algorithms are employed to determine polarity and extract keywords respectively. The
findings demonstrate that the combination of these tools is highly effective for conducting
sentiment analysis of students' feedback.
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BBenenne

Jltogm HUKOrIA elle CTONBKO HE MUCAIU: COBPEMEHHOEe MH)Op-
MAaIMOHHOE M0JIe M300MIyeT pasHBIMH (OpPMaMH IOJIb30BATENBCKOTO
KoHTeHTa. OCOOEHHOCTBIO TEKCTOB, MyONUKYEMBIX B COLMATBHBIX HH-
TEpHeT-CeTsAX, MUKpoOiorax, Ha (opymax, caiTax-arperaTopax HIH
o(UIHAIBHBIX TOPTajiax KOMIIAHWH, SBIISETCS TO, YTO OHU, KaK IIPaBUIIO,
BBICTYMAIOT MapKepaMy OOIECTBEHHOTO MHEHHS O Pa3IUYHBIX HOBO-
crax [Benrouba, Boudour, 2023], momutnueckux [Haselmayer, Dingler,
Jenny, 2022] u xyabTypHBIX coObITHSIX [A sentiment analysis approach ...,
2018], HO MPEUMYIIECTBEHHO — O MPUOOPETAEMBIX TOBAapax M yciayrax
[Mutinda, Mwangi, Okeyo, 2023]. I1o 3Toli mpu4YHHE UIMEHHO OT3BIBHI,
a TOYHEe W3BJICUCHHE M3 HUX MHEHHHM M HACTPOCHUI MOJb30BaTeleH,
nonagaT B (OKYC MPUKIAAHBIX HCCIEOOBAHUHM, LENBI0 KOTOPBIX

© Kirina M.A., 2024
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OOBIYHO CTAaHOBUTCS MPUHSITUE PEIICHUI B OTHOIICHUU pa3padaThiBac-
MBIX IPOJYKTOB JUIsi Ou3Heca.

C pocToM NOMyJISPHOCTH OHJIAWH-KYPCOB MOJCIUPOBAHUE MOJIb-
30BaTEIBCKOrO OIBITA CTAJIO MPEIMETOM HMHTEpeca B cdepe oOpa3oBa-
uus [Deng, Benckendorff, Gannaway, 2019] [Sentiment analysis on ...,
2021] [Su, Peng, 2023]. O4eBHaHO, YTO OTCICKUBAHUE DMOIIMOHAID-
HOM OKPacKH MHEHHH, KOTOpBIE BBIPAXKAIOT 00YYalOIInecs B OTHOIIE-
HHUH MIPOHICHHOT0 Kypca, aeT pa3padoTyrKkaM 00pa3oBaTeIbHBIX TPO-
JTYKTOB BO3MOXKHOCTH ONpPENENSTh 30HBI POCTAa M, YTO HEMaJOBa)KHO,
OLICHUBATh Y(PPEKTHBHOCTh MCHOJIB3yeMON MeToauku oOydeHus. [Ipu
ITOM OTMEYAETCsl, YTO LEIECOOOPA3HBIM SBIISCTCSI OPUEHTUPOBATHCS HE
TOJIBKO Ha KOJMYECTBEHHYIO OLICHKY, KOTOPYIO TPaJAWIMOHHO Ipejia-
raloT MOCTAaBUTh KypCy IO 3aBEPLICHHH, HO U HAa TEKCTOBBIC OT3bIBHI,
OCTaBJIsIeMble 00YYalONMIMMHUCS, — JJIsS BBISBJICHHS KOHKPETHBIX Xapak-
TEPHUCTHK TMPOAYKTA, KOTOPHIE BHI3BAIM COOTBETCTBYIOIIEE HACTPOCHUE
[Ngoc, Thi, Thi, 2021].

B KOMITBIOTEpHOI JIMHTBUCTHKE BBIJCIAIOT KJIACC METOIOB KOH-
TEHT-aHAJIN3a, CBS3aHHBIX C aBTOMATHUYECKOH 0OpabOTKOM TEKCTOB VIS
U3BJICYCHHS] HH)OPMAIIUK U3 MAaCCHUBA HECTPYKTYPHPOBAHHBIX IaHHBIX.
3ajada aHanmu3a TOHaIBHOCTH (aHri. sentiment analysis), wim, Kak ero
elle Ha3bIBaIOT, aHaJIM3a MHEHUI (aHrI1. OPINiON mMining), 3akito4yaercs B
ONpENeIeHUH TEKCTa, BRIPAKAIOIIETO MHEHUE aBTOPa O TIOBOLY 00CYXK-
JaeMOro B HEM IpeIMeTa, U XapaKTePHCTUKH TOr0 MHEHUS C TTO3UIMI
conepKaHus ¥ DMOIIMOHANIBHOI BasieHTHOCTH [JIykameBuy, 2017, c. 127].

Llenblo HACTOSIIIETO MCCISIOBAHUS SIBISICTCS M3YYCHHE MpUMe-
HUMOCTH METOJOB aHaJIN3a TOHAJIBLHOCTH ISl OLICHKH IOJb30BATEIb-
CKOT0 OIbITa B chepe OHaitH-00pa3oBanusi. Kpome Toro, oneHuBaercs
3 PEKTHBHOCTh WCIIOJIH30BAHUS KIFOUCBBIX CJIOB JJIsi Ka4eCTBEHHOU
XapaKTEPUCTUKH TOJOKHUTEIBHBIX M OTPHUIATENBHBIX BIICUATICHUI
oOyuaronmxcs. [logyepkuBas 3HAYMMOCTh y4eTa IOJIb30BaTEIbCKOTO
ONBITA MPH pa3padoTKe 00pa30BaTEIBHBIX MPOIYKTOB, JaJiee MbI pac-
CMOTPUM KOMILUIEKCHOE NMPUMEHEHHE METOJI0B aHaN3a TOHAIBHOCTU U
BBIJICTICHHSI KJIIOYEBBIX CIJIOB ISl M3BJICUCHUS TOJIE3HON MH(pOpMauu
U3 TEPMHHOJOTMYECKH HACBHIIICHHBIX TEKCTOB. MaTepuanioM BBICTYIIST
«pe(IIeKCUBHBIE» OT3bIBBI O0YYaIOUIMXCS HAa OHJIAWH-KYPCHI IO IPO-
rpaMMHUPOBAHHIO.

OcobeHHoCTH MaTepuaia 00yCIIOBIMBAIOT aKTyaJIbHOCTh TPOBO-
auMoro uccienoBanus. [ToBblleHne cripoca Ha pHIHKE TpyJda Ha CIie-
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LUATUCTOB, UMEIOIINX HaBBIKH paOOTHI C TEXHOJOTHUSAMH, KOTOPBIE T10-
3BOJIIIOT aBTOMATU3UPOBATh PYTHHHBIE 3aJadyd C MOMOLIBIO IIPO-
TPaMMHOTO KOJia B OBITOBOH M IpOQecCHOHANBHBIX cdepax, obecneyu-
BaeT ycnex | T-HanpaBneHus B oHnaiiH-oOpazoBanuu. Ha ceromusmHuit
JIeHb 00JIacTh SIBIAETCS TOUYKOM MPUTSHKEHHS 3HAYUTEIBHOTO KOJIHYe-
CTBa JIIOJIEH, JKENAIOMIKX PACIIMPUTH CBOM KOMIIETEHIINHU, YTO obecte-
YMBAET BBICOKMI MPHPOCT MOJB30BATENBCKOI'O0 KOHTEHTA, OBICTPBIA U
3¢ GEeKTUBHBIA aHaIU3 KOTOPOro TpedyeT pa3paboTKH CHEeHUaIn3HUpPO-
BaHHBIX JJMHIBUCTHYECKUX HHCTPYMEHTOB.

AHaJIN3 TOHAJILHOCTH. ONIHCAHHNEe
MeT0/a U CYIeCTBYIOIIMX MOIX010B

CymiecTByeT HECKONbKO Kiaccupukanuii (¢akTopoB, COCTaB-
JSFOLUMX MHEeHUe. M3 o0miero onpeeneHns 3a/1a4un aHaJIn3a TOHAIBHO-
CTH BBIBOJATCS CIEAyIoIue TpH: 1) cyObeKT TOHAIBHOCTH, 2) TOHAIIb-
Has oLeHKa U 3) 00beKT ToHanbHOCTH. [lon cybvexmom monansnocmu
MOHMMAETCs aBTOP JOKyMEHTa / BHICKa3bIBaHUS, TO €CTh TOT, KTO BBIpa-
3WJI CBOE€ MHEHHUE B TEKCTE. XapaKTep BHIPaKaeéMOro MHEHHS C TOYKH
3pEHHSI €r0 HMOIMOHAIBHOCTH COCTABIISICT HEMOCPEIACTBEHHO MOHAIb-
Hy10 oyenky. HakoHell, MHEHHE TOJDKHO OBITh HAIPABJIEHO HA HEKOTO-
PYIO CymHOCTH (IpenMeT), BKIoYasi BCE €€ CBOWCTBA, aCIEKThI; BMECTE
OHH TIPEICTAaBISIOT 00vexm monarvhocmu [Ilasensckas, CoaoBbeB,
2011, c. 511-512]. Takum 00pa3oM, TOHATEHOCTh TEKCTa CKIIA/IBIBACTCS
U3 «IEKCHYECKOH TOHAIBHOCTH COCTABJISIIOUIMX €r0 CIUHUIl U TPaBHI
UX coueTaHus» [Tam xe).

[TpuHATO BBLAEHATH IBE TPYIIIBI METOAOB ISl aBTOMATHYECKOTO
OIpENeNICHNs] TOHAJIBHOCTH TEKCTa: JIMHTBUCTUKO-MH)KCHEPHBIC W HA
ocHoBe MamnHHOTrO oOyuenus [Wankhade, Rao, Kulkarni, 2022]. Or-
METHM TJIaBHBIE 0COOCHHOCTH KaXKJI0H M3 3TUX TPy aIrOPUTMOB.

Cpem JIEKCHYECKHX METO/IOB, MHA4Ye MMEHYEMbBIX JIMHIBUCTHYC-
CKUMH WJTH WHKEHEPHO-JIMHIBUCTHYECCKUMU, TIPUHSTO BBLICIATH TIOIXOJIbI
Ha ocHoBe mpaB (rule-based approach) u moaxompr Ha OCHOBE clioBapeit
(dictionary-based approach). B ux ocHOBe JIGKUT ClieyromIas JJOruKa:

1) HeOOXOIMMO COCTaBUTH CIIOBapPh IMOTHUBHOM JIGKCHKHY;

2) HeOOXOIMMO 33/1aTh TpaBHiIa (JIMHTBHCTUYECKUE, KOHTEKCT-
HBIC WM JIOTUYECKHUE) [UIS ONPEACIICHUS TOHAJIBHOM OLEHKH HEKOTOPOTO
TEKCTOBOT'O ()parMeHTa.

179



Kupuna M.A.

HcTounnkamu 0OBIYHO CTAHOBSATCS YK€ CYLIECTBYIOIINE CIOBAPU
OLIGHOYHOM JIEKCHKH IS LIEJIEBOr0 A3bIKa WM MOJOOHBIE CIOBAPH, HO
MEPEBE/ICHHBIC C JPYTUX SA3bIKOB MAaIlIMHHBIM criocoboM [JlykameBud,
2017, c. 148]. Kaxaomy cioBy B ClIOBape COOTBETCTBYET HEKOTOpPas
TOHaJbHAs oleHKa. ClIoBa U3 CIOBApsI COMOCTABIISIFOTCS CO CJIOBaMH U3
AHAJIM3UPYEMOro TEKCTa, M 3aTE€M IPHCBOCHHBIC MM OIICHKH CYMMHUPY-
I0TCSI HA YPOBHE MPENJIOKECHUH 1 Janiee Ha YpOBHE HEKOTOPOTO TEKCTO-
BOTO (hparMeHTa.

Ha »tane ompenenenusi oOmiedl TOHAIBHOW OLEHKH CErMEHTa
NPUMEHSIIOTCS 33JaHHBIC CHCTEMOM MPaBUiIa, 3a4acTyl0 B COOTBETCTBUH
C JIOTUYECKON MOJEIBI0 ECIH... TO...». TakK, aHaJM3UPYeTCs, BXOJHUT
JIM CJIOBO B HEKOTOPOE MHOKECTBO WM HeT. Hampumep, «eciu yenouka
coodepoicum 2naeon uz cnucka (“mobums”, “npasumvcs”, “0booxcams” u Op.)
u He codepiicum enazona uz opyeozo cnucka (“yocacams”, “omepa-
wamu” u Op.) unu OMpPUYAHUSL, MO ee MOHATLHOCTIb NOLOHCUMETbHAS
[Xoxnosa, 2016]. danee Oymer BbIUUCIeHA 0OIAs cCymMma BECOB IS
MPOaHATM3UPOBAHHOTO (hparMeHTa.

ABTOMAaTHUYECKOE ONpEACICHUE TOHAIBHOCTH TEKCTa METOAaMHU
MAaIMHHOTO 00yYEHHS TPAIUIIMOHHO OTHOCST K 3aa4e KJIacCH()UKALIIH.
Cpenu HM3BECTHBIX AITOPUTMOB HawOoOJIee 4acTO HCIOJB3YIOT METOJ
ONOpHBIX BekTOpoB (SVM), HauBHBII OaiieCOBCKMIA KiaccH(UKATOp
[Parveen, Pandey, 2016], TOrucTU4ecKy0 pPEerpeccHio U IpaIrieHTHBII
oycrunr [Comparative study ..., 2018].

PesynbraTel mpUMEHEHHsT METOJOB KaK Ha OCHOBE CIIOBapei u
NpaBWI, TaK U Ha OCHOBE MAIIMHHOTO OOYYECHUS, CHIBHO 3aBUCST OT
npenMmetHoii obnmactu [Koltsova, 2016]. B mpunnumne, oba momxona
OKa3bIBAIOTCS 3aBUCHMBIMH OT JTaHHBIX, KOTOPbIE ObLIM BBHIOpAHBI B Ka-
YecTBE OpHUEHTHpa. TeMaTH4ecKoe pa3zHooOpa3he TEKCTOBOW KOJIJIEK-
IIMH, a TAK)KE HEJOCTATOYHBIA pa3Mep 00y4arouuX AaHHBIX, CO3IaHUE
KOTOPBIX Camo Mo cede SBIAETCS TPYA0EMKOW U TOpOrocTosei 3a1a-
4eif, MOTYyT HETaTUBHO BIIHATH HA UCXOJ NPUMEHEHHSI METO/IOB MAIllFH-
Horo oOyuenus [Jlykamesny, 2022]. JIMHrBHCTHKO-MH)KCHEPHBIC TOJI-
XOJIbl, B CBOIO OU€pellb, HA000pOT, OBICTPHI, JIETKO HHTEPIPETUPYEMBI U
HE 3aBHCAT OT 00beMa M KauecTBa MCXOAHOH BeIOOpku [Zhang, Gan,
Jiang, 2014].

B oTHolIEHMH HEHPOHHBIX CeTed, T.e. TIYOMHHOro OOYyYeHHS,
HECMOTPSI Ha MX BBICOKYIO TOMYJISIPHOCTb Ha CErOMHSINHHUNA JICHb, OT-
MEUYAIOT CJIOKHOCTH IPU MX 00Y4eHHH (ITOBBIIICHHBIC MOITHOCTH, OO
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BpeMsi OOy4eHHs) W HHTepIperaluu pesyiabratoB [Lexicon-based
methods ..., 2022]. CtouT Takke YIUTHIBATh S3BIKOBbIC OCOOCHHOCTH —
Kak TPaBWIIO, JUIA PYCCKOTO si3bIKa, TpeOyercs OOJbIIas aaanTaius
Mozenu. B ¢Bs3u ¢ 3THM B mociieiHee BpeMst BBIIBUTAeTCs UIesl pa3Bu-
TUSI CHCTEM aHajJHM3a TOHAJIBHOCTH B CTOPOHY THOPHIHBIX MOJENEH,
codeTaroIuX cpasy Heckonbko moaxomos [Birjali, Kasri, Beni-Hssane,
2021].

OcCHOBHBIC HAIIPABJICHNSI HCCJICA0OBAHMIA:
TeMaTH4YeCcKas XapaKTepHCTHKA

Ha nmpoTspkeHnn nmocneaHuX ABYX NECSITWIETHH aHAINW3 TOHAIb-
HOCTH aKTHBHO IMPHUMEHSIETCS KaK OCHOBHOW WJIM BCIIOMOTATENbHBIN
METOA Al TPOBEACHUS HCCICAOBAHUHM IIMPOKOTO TEMAaTUYECKOTr0
cnektpa. llpuBeneM HECKONBKO MPHUMEPOB HCCIEIOBAaHWH, OTAaBas
MpeAnouTeHrne padboTaM COMOryMaHUTapHON HAPaBICHHOCTH.

B [Mutinda, Mwangi, Okeyo, 2023] obcyxnarotcst mosip3a aHa-
JM3a OT3BIBOB HA TOBAphl M YCIYTH AJsl Pa3BUTHs OM3HEC-CErMEHTa, a
TaKXe HOBATOPCKHE TEXHUYECKUE PEIICHHS TSI BEKTOPU3ALUH TEKCTO-
BBIX JaHHBIX JAJIS MOCTENYIONel Kaccu(pUKaluy Mo CeHTUMEHTY. Tak,
aBTOpBI npencTaBisiioT Moaens LeBERT, coueratonryio iuHrBHCTHYE-
CKHMH TI0/1X0]] (CJIOBapy SMOLMOHAIBHON JIGKCUKU M N-TPAMMBbI) U TEX-
HOJIorMH TiyOuHHOro oOyuenus (monenb BERT wu cBeprouHbie Hei-
POHHBIE ceTH). B X0/1e SKCIIepUMEHTOB Ha TaKuX HaOOpaxX JaHHBIX, KaK
OT3BIBBI Ha TOBaphl, GHIBMBEI U pecTopansl ¢ Amazon, IMDDb u Yelp
COOTBETCTBEHHO, OBUIO OOHApY’KEHO, YTO MpeAOKeHHAss MOJIENb MO-
3BOJISIET AOCTUTHYTh TouHocTH 88,73% (F-mepa), mpeBocxoas npyrue
COBPEMEHHBIE MOJIEH. ABTOPHI IPUXOAAT K BBIBOY, YTO COBMEIICHUE
JIEKCUYECKOTO MOAX0/1a ¥ BEKTOPHOTO MPEICTABIICHNUS CIIOB TO3BOJISIET
YAYYIIUTh KIACCH(PHUKALUIO OT3BIBOB MO TOHAJIBHOCTH, YTO MPEACTaB-
nsieTcs 0cOOEHHO CIIOKHOW 3a/1aueii BBUY BBHICOKOW pa3peXeHHOCTH U
Pa3MEpPHOCTH JaHHBIX.

OtcnexuBanye TOBEACHH MOTpeOUTENel akTyanbHo U AJs cde-
pol Typm3ma. B [Mehra, 2023] ¢ npuMeHeHHEM METOIOB aCIEKTHOTO
aHaJM3a TOHAJIFHOCTH M aHaIM3a SMOLMHN UCCIeqyeTcs TaKoe SIBICHUE,
KaK KyJIbTYpHBIH IIOK, Ha3blBaeMoe B paboTe B TEPMHHAX SMOLHO-
HAJIPHOTO aHaJIn3a «HEOKUIAHHBIM yauBieHuem» (aHri. unexpected
SUrprise), KOTopoe, B CBOKO OuYepe/ib, MOXKET OBITh KaK IO3UTUBHBIM
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(happy surprise), Tak u HeratuBHbIM (Sad surprise). B kauectBe maTe-
pHaa BEIOpaHBl KOMMEHTAPHH B COLMAIBHBIX CETSIX, OCTaBIICHHBIC TY-
pHUcTamMH, MPEUMYLIECTBEHHO aMEpHKaHLAMH M eBpOIeHLaMH, Mocie
coBepieHus: noe3nok B Mumuio, Kuraii u O0wenuueHHble ApaOckue
Omupatel (OAD). OO6cyxknmaercsi BIMSHHE OIBITA, TOJYYEHHOTO BO
BpeMsl IyTEIIECTBUS, HA XapaKTep PEaKkUUU TYPUCTOB B COLMAIBHBIX
ceTsiX MocTakTyM. Pe3ynpraTbl MOTyT MOMOYb MEHEIKepaM B 00JIacTH
TypHU3Ma MPEeJBOCXHUIIATH PEAKIUI0 KIMEHTOB Ha OCOOEHHOCTH, MOTH-
BHUPOBAHHBIEC KyJIbTYPOW MecTa Ha3HAYCHUSI.

Kanp coumansHBIX MeAna MPEACTABIISICT HHTEPEC HE TONBKO AJIS
MPOTHO3UPOBAHMUS BOCTPEOOBAHHOCTH TPEIJIaraeMbIX 3aKa3uUKaMH
MPOAYKTOB U YCIYT, HO M B KOHTEKCTE OrPaHHMUYECHUS] HETaTHBHOTO BIIHUS-
HUS HEKOTOPBIX COOOILEHUH Ha NICHUXMYECKOE 3[J0POBbE TOJB30BaTENCH.
B [Benrouba, Boudour, 2023] mpeanaraercs moiaxon K (UIbTpanuu
MOTEHUNAIBHO BPEIHOTO C TOYKH 3PEHUS SMOLOHATEHOIO BO3JCHCTBHUS
KOHTECHTa Ha mpumepe moctoB B Twitter. ITocne onpenenenus cnmcka
SMOLMOHANBEHOH JIEKCHUKH, cocTosimero u3 450 c10B aHIIIMHCKOTO S3bIKa,
TEKCTHl KIacCU(PHUUMPOBAINCH HA MPEAMET COOTBETCTBHE OTHOMY H3
ISITH SMOLMOHANIBHBIX COCTOSHUH (pagocTh, mevasib, THEB, CTpax, OT-
BpAIlLlCHNE) U 00LICH MOISIPHOCTH (ITOJIOKUTENBHAS UITH OTPULIATEIbHAS).

Oco0eHHO MOMYJSPHBIM NMONOOHBIN MaTtepuanl — TBUTHL — SBIIS-
ercs B 00JIaCTH MOJHUTUKH, I/I€ HA €0 OCHOBE CTPOSATCS MpEACKa3aHUs
HCXOJOB BBIOOPOB, OLIEHMBAETCS BIMSHUE MHAP-KaMIIaHUH, COCTaBIIs-
€TCsl IOPTPET TOCYIapPCTBEHHBIX AesATeNel B ria3ax odmiecta. B [Sen-
timent analysis on Twitter ..., 2022] paccmaTpuBaroTCsi TaKHe METOJIBI
aHanm3a ToHanbHOCTH, kKak BERT, HauBHBIN OaliecoBckuil kiaccugu-
katop 1 GerVADER. CpaBHeHue ocymiecTBIIsI€TCS IPUMEHUTEIBHO K
58 000 mocToB HEMEUKHUX MOJIUTUKOB U MAapPTUIHBIX aKKayHTOB, OCTaB-
neHHBIX B ieproA Beioopos 2021 r. B repmanckuit bynaectar. Ilo uro-
raM MccieqoBaHusl ObLIO YCTaHOBJIEHO, YTO HEraTHBHBIC HACTPOCHHS
XapaKTepU30BAIM MEPHOBI 10 U MOcie BEIOOPOB, a Takke TO, YTO IO-
CTBI OIIIO3UIMOHHBIX NAPTHH B CPEAHEM OKa3bIBAIHCH OOJiee HeraTHB-
HBIMH, YeM y TpaBsAmux naptuii. HaubomnpIieil TOYHOCTHIO OTJINYAjIach
Mozenb-Tpanchopmep BERT, mpeBocxons TpaaulMOHHBIE METOIBI
MAaIIWHHOTO 00y4YeHUs U MOAXOIBI HA OCHOBE CIIOBapeil W MpaBuIl.
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IMapagurma «mosab30BaTesIb — NPOAYKT» B KOHTEKCTE
MO/IeJIMPOBAHUA 00Pa30BaTeJIbHOTO ONBITA

ITepBbrii MaccoBbiil onnaiH-Kype (Massive Open Online Courses,
MOOC) nosBuncs B 2008 r. [Daniel, 2012]. donroe Bpems k momo0-
HOMY (hopMaTy OTHOCWIIMCH CKOpee Kak K yrpo3e «TpaJuIHOHHOMY»
o0yuenuto B kinacce. OgHako ¢ 2019 r., nepuona nmaHgeMun, IIEHHOCTh
OHJIaitH-00pa3oBaHusl cTpemutenbHO Bospocna [Dalipi, Zdravkova,
Ahlgren, 2021].

B npoayKkTOBOH aHaNUTHKE IOJ IOJB30BATEIBCKHUM OIBITOM
(aHrm. user experience) mMoHMMAaeTcs COBOKYIHOCTb BIICUATICHUH W
OIIYIICHUH OT B3aWMOJICHCTBHS YeIOBEKa C IU(POBBIM apTeharToM
[Law, Van Schaik, 2010]. Otmeuaercs, 4To ya00CTBO UCIOIB30BAHMUS
m1aThopMbl 00Ja1aeT 3HAYMMOCTBIO U B cdepe OHJIalH-00pa3oBaHus,
SBJISIICH HEOTHEMJIEMOH YacThIO Tpolecca OOYyYeHHMs, BIUSIOMIECH Ha
ero addexruBaocts [Ovaska, 2013]. Ognako MmoiIb30BaTENBCKHAE BIIC-
YaTIICHUS] B KOHTEKCTE OHJIAH-00pa30BaHUs XapaKTepH3YIOTCs Oolee
CIIO)KHOW CTPYKTYpPOIi: TaK, y4aCTHUK Kypca BBICTYNAET HE TOIBKO KaK
MOJIB30BATENb, HO M KaK CTY/ACHT. VIHBIMU CJIOBaMH, MOJIb30BATENb OKa-
3BIBAaCTCSl TAKIKE DKCIEpPUEHLIEpOM M ydeOHoro ombita (anri. learning
experience), B pamMkKax KOTOPOI'O B XOJI€ HCIOJIb30BaHUS HUPPOBOrO
NPOAYKTa OH M3Yy4YaeT IUIAKTHYECKHE MaTepHajbl, MOJy4aeT HOBBIC
3HAHUS M HABBIKH.

Cnenuduka KOHTEKCTa OOYYeHHs MPUBOJUT K KayeCTBEHHOM
MOAM(HUKALUN OT3BIBOB, TPAIMLIUOHHO HCIOJB3YEMBIX ISl OLECHKU
MOJIB30BATENBCKUX HACTPOeHUH. OCTaBIIIeMBIN TI0 UTOTaM IPOXOXKIIe-
HUSI OHJIAWH-Kypca CTyJeHYecKHi (Ua09K MOXKET PaclleHHBATHCS Kak
pedaekcus Hax ombiToM oOyueHHs Ha miaTdopme, ocodas ¢popma ero
¢ukcanuy B HHPOPMALMOHHOM I10JI€, U3 KOTOPOTrO OBUT H3BAT BTOPOU
YYaCTHHK KOMMYHHKALlUU — MPENO/IaBaTellb. Y CIEIHOCTh HU(POBOTO
00pa30BaTeILHOTO MPOIYKTa OKAa3bIBACTCSl B 3HAUYNTEILHON Mepe 3aBU-
CsIIIel He CTOJIBKO OT (hopMaTa M3JI0KEHUSI MaTepHaa, CKOIbKO OT ero
npopabOTaHHOCTU W MOJPOOHOCTH MHCTPYKIMH TI0 BBIOJIHEHUIO WH-
TEPaKTUBHBIX 3aJIaHUH.

B oToli CBSI3M MOJUEPKUBACTCS, YTO BBUAY CHEHU(HKUA KOHTEK-
cTa OOyuYeHHUsI aBTOPHI OHJIAHH-KYpPCOB JOJDKHBI TIPH UX pa3pabOTKe U
yAYYIICHHH PUHUMATh BO BHUMAaHHE OCTABISIEMBII CTyIeHTaMu (uj-
09k [Ngoc, Thi, Thi, 2021]. MoxenupoBanue y4eOHOTO OIBITA MOJIB30-
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BaTeNell, B YaCTHOCTH TPEJCKa3aHUue TOro, BEPHYTCS JIM OHU K Kypcy,
MOPEKOMEH/IYIOT JIM €ro, a TaKKe BbIsBICHUE (HAaKTOpoB (Hampumep,
JIGKTOpP, MaTepHai, CTPYKTypa H Jp.), KOTOpbIe ObLIM COYTEHBI YCIIell-
HBIMH WJIM, HA00OpOT, MOMEIIABIIMMHU IMPOXOXKICHUIO, MOXET OBITh
OCYIIECTBICHO C MPUMEHEHNEM METO0B aHaIN3a TOHATBHOCTH.

Kak ormewaror [Dalipi, Zdravkova, Ahlgren, 2021], ¢okyc uc-
cliefoBaHMK B 00iactd OueHKH 3((EeKTUBHOCTH 00pa3oBaTeIbHBIX
KypCOB CMeIIaeTcss Ha ampoOalfio METOJOB aHAINW3a TOHAJIBHOCTH B
2019-2020 rr. Tak, cpaBHUBaIOTCS TOJXOJBI HA OCHOBE MAIIUHHOTO
o0yuenust 1 NLP-uHCTpyMEHTHI, SKCITyaTHPYIOUIHE B OCHOBHOM TIOA-
XOJIbl HA OCHOBE MPABWII U ciioBapeil. IHTepecHbIM HalpaBlIeHHEM TaK-
K€ CTAaHOBUTCS KOMOWHAIIMS TEMAaTHYECKOTO MOJICIUPOBAHUS U CEHTH-
MmeHT-aHanmu3a. [locme 2019r., kak ykaseBator [Dalipi, Zdravkova,
Ahlgren, 2021], napsiiy ¢ MCHOJNB30BaHUEM MAIIMHHOIO OOYYCHHS U
METOJIOB aBTOMAaTHYECKON 0O0pabOTKH €CTECTBEHHOTO SI3bIKa B paMKax
3aJa4d CEHTHMEHT-aHaln3a 00pa3oBaTEIbHBIX KypCOB HAYMHAKOT aK-
THUBHO HCIIOJIB30BAThCSl apXUTEKTYphl TIyOMHHOTO OOYYEHHS — TaKue
Heiiponnsie cetd, kak CNN, LSTM, BERT u RNN.

Hamnpuwmep, B [Explowing learner engagement ..., 2019] o6cyxna-
eTCsl IPUMEHEHHE TaKUX aJTOPUTMOB, KaK JIATEHTHOE pa3meleHue J(u-
puxue (Latent Dirichlet Allocation, LDA) u nateHTHO-ceMaHTHYESCKHIA
ananu3 (Latent Semantic Analysis, LSA) nist BEISIBICHHUST TEM, BCTpe-
YAIOIINXCS B TEKCTAaX HA 00Pa30BaTENbHBIX (POpyMax, C MOCIEIYONHM
COIOCTaBJICHUEM TOHAJBHBIX OLEHOK, XapaKTEPHBIX Ui KaXIOH H3
OO0HapyXKeHHOH TeM. DTO MO3BOIWIO ONpeNeNuThb, YTO OOCYXAAIOT
oOyuaronecs: Ha MOJOOHBIX IUIOMIAJIKaX ¥ KaK OHH B3aHMOJICHCTBYIOT
ApYT C ApYrOM.

[TepcrieKTUBHBIME B 33aHHOI 00JIACTH KaXKyTCsl pabOThI, B KO-
TOPBIX MCHOJIB3YETCsl CIIOBAPHBIN TTOIXO ISl ONPEACICHUS MOISPHOCTH
TEKCTa, a 3aTeM OCYIICCTBIISICTCS BAIUAAIMS PE3YJIbTAaTOB C MPUMEHE-
HHEM MaluHHOro oOyuenus. B [Opinion mining ..., 2021] onucekiBa-
ercsi crnoco0 (pOPMUPOBAHHS CIOBAPS TOHAJIBHOM JIGKCHKHU, XapaKTep-
HOM Uil 00pa3oBaHMS: aBTOPHI AHAIU3HPYIOT Hauboliee YaCTOTHHIC
CJIOBA, XapaKTePU3YIOLIMe MHEHHS, KOTOPbIE BCTPEYAIOTCS B OT3bIBAX
aHAIN3UPYEMOi BBIOOPKH. DTO pelIeHHEe BO MHOI'OM MOTHBHUPOBaHO
crienn(pUKON TeX OHJIAHH-KYpCOB, KOTOpBIC MOJBEPraroTCs aHaIU3y, —
OHJIAITH-KYpCOB M0 MAIIMHHOMY 00y4eHuto. Tak Obu chopMUpOBaHBI
CIIMCKH CJIOB — KaK MOJIOKUTENBHBIX (g00d, useful, excellent, easy u np.),
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Tak ¥ orpunarenbHeix (boring, short, problem, hard u ap.), xoropsie
3aTeM OBUIM HWCIIONB30BaHbI s Kiaccu(pukanuu oT3eiBoB. [Ipemio-
’KEHHasT MOJIENb NMPHUMEHSIACh ISl MACHTH()UKAIMU JIy4IIero Cpeau
JICKTOPOB aHAIM3UPYEMBIX OHJIAWH-KYpPCOB.

Marepuaj u MeTOIUKA HUCCIAETOBAHMS

B kauecTBe Marepmana McciIenoBaHUs ObBUIM BBIOPaHBI OT3BIBBI
Ha y4eOHBIC MPOCKTHI B PaMKaX OHJIAWH-KYpCOB IO MpPOrpaMMHpPOBa-
HUIO Ha oOpaszoBarenbHOi maatdopme Hyperskill or JetBrains
Academy’. OcobeHHOCTBIO 06yUeHHs Ha MIAThOpPME ABISETCS Pealu-
3yeMbIi MOIX0/1, HATOMUHAOMIHIA KoHIenuio learning-by-doing, wn,
KaK ero Ha3pIBalOT caMu pa3paborumkw, project-based learning [Op:osa,
2019]. Tak, B pamMKax KaKAOro TpeKa, MPEAIOIararouiero M3y4eHue
omHOro u3 s3bIkoB mporpammupoanus (Python, Java, Kotlin, Scala
wim G0), MONB30BaTENI0 MPEAIaracTcs BBIIOIHUTE P MPOSKTOB OT
MPOCTBIX K CIOKHBIM. KasK/Iblil MPOEKT HANpaBJIeH Ha PEIICHUE OIHOU
NPaKTHYECKOH 3a1auu (Harmpumep, IOCTpOeHHE HEOOIBIIOro YaT-00Ta).
ITo Mepe MpOXoKACHHS CTaIuii MPOeKTa 00YJAIOIINICS N3ydaeT Heoo-
XOIUMBIC JUIS 3TOT'0 TEOPETHYCSCKUE TEMBI, BHIIIONHSCT 3aIaHUs H, Ha-
KOHEII, TIHIIET MOJHOICHHYIO MPOrpaMMy Ha H3y4aeMOM SI3bIKE IpO-
rpaMMHUPOBaHHSI.

[To 3aBepiIeHUM TPOEKTA IMOJIH30BATEIIO AACTCS BO3MOKHOCTH
ONMCaTh PE3YNbTAThl MPOJCTAHHOW Pa0OThI, MOJCIUTHCS BIICUATIIC-
HUSIMU OT OOy4YeHHsI M B3auMojeicTBHs ¢ Tatdopmoid B meiaom. OT-
3bIBBI Ha TuIaTopme OBIBAIOT HECKOJIIBKUX BHIOB. peghiexcuu Ha pe-
3yJAbTaThl 00y4YeHHs B paMKax MpoekTa (puc. 1) u ¢pudbsxu Ha mpoeKT
(puc. 2). TloMmumoO 53TOrO, TOJIL30BATENS TAKXKE NPOCIT BBICTABHUTH
OLICHKY MPOEKTY I10 MATH3BE3J0YHON IIKAJIE MO TPEM KPHTEPHSIM: I10-
nesnocthb (usefulness), mousithocts (clarity) u Becenocts (fun).

! Hyperskill. JetBrains Academy — Learn programming by building your own
apps. URL.: https://hyperskill.org/
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tBrains Academy Study plan [ Map

Think about what you've learned in the project

Project: Web Scraper

Reflection is about you becoming aware of your own learning processes and achievements.
Please write down what you have learned during this project, what difficulties you have
experienced and overcome. Just a few lines is better than none!

It's a few really useful modules to learn how to work with (requests, beautifulsoup),
however, the tasks prior to stages sometimes weren't helpful at all. Moreover, the

@ Allow

Go to study plan [ Help out others in Discussion feed ]

Puc. 1. Ilpumep pednexcun (mpoext Web Scraper, tpex Python Core)

JetBrains Academy Study plan  [13 ™

Share some feedback on the project

Project: Web Scraper

Rate the project

Usefulness

* * w * *
Clarity

* * * pk w
Fun

* * w w w

How can we improve this project?

Make tasks clearer for unexperienced users

Puc. 2. Tlpumep dhundoka (mpoext Web Scraper, tpek Python Core)
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Ecnu roBoputh 00 00pa3oBaTeNbHOM Kypce Kak O HEKOTOPOM
npoaykre (WiM ycuyre), TO ()YHKIMOHAJIBHO OT3bIBOM Ha HEro Ha
nnatdopme Hyperskill spnsercs umenno ny6ruunas peguexcus': 1o
TO, YTO TIOCETUTENN CaliTa BUAAT B CEKIHH C OT3BIBAMH MO KaXKIbIM
npoekToM (puc. 3). OnmyOIMKOBaHHBIA OT3BIB TAKXKE CONPOBOXKAACTCS
OLICHKOW, KOTOPYIO BBICTaBHJI IOJB30BATENb MPOEKTYy — 3TO CpEIHEE
3HAYCHHUE OLICHOK TOJIC3HOCTH, MOHATHOCTH H BECEIIOCTH.

Reviews

@ Tomas Dolejsek 3 days ago 37

This project will teach you how to get and process data from webpages. Some stages are quite
hard, because it's not very clear what to do (and how). But with some external research it is
doable. And mainly - this project is meaningful. You can update it for your own personal
purposes.

Puc. 3. llpumep mybmasoii pednexcun (mpoext Web Scraper, tpex Python Core)

Jlnist aHaM3a MoJIb30BAaTENBCKOTO OMbITa HIMEHHO 3TOT THII OT3BI-
BOB OyJeT NMpEeACTaBIATh MHTEpPEC, TaK Kak chopMyTUpOBaHHBIA AJIS
nosnb3oBatens Borpoc (Think about what you’ve learnt in the project) u
CONPOBOAUTENBHBI TEKCT MOATANKHUBAIOT €0 BCIIOMHUTH O TOM, YTO
OH W3y4YW, U OLEHHUTh KaK NOJOKUTENbHBIC, TAK M OTpPHLATEIbHBIC
CTOPOHBI CBOET'O OIBITA.

Martepuanom uccnenoBanus crand 28 624 myOonuyHbIX pediex-
cuu (anee — OT3bIBBI) HA MPOEKTHI B paMKax TPEKOB 110 H3Y4EHHIO Py-
thon, Java u Kotlin, omy0nukoBanusie ¢ mons 2019 mo despaip
2023 . (Tabun. 1). M3 HUX ¢ MOMOIIBIO PEryIsSpHBIX BBIPAKECHUN ObLIN
otoOpanbl 27 584 oT3bIBa, HATUCAHHBIX HA aHTIHHCKOM s3bIke. MTOro-
BBl 00beM BBIOOpKH cocTaBmi 816 545 TokeHOB.

! Mons30BaTens MOXKET 3ampeTnTh MyGIHKAIMIO PeICKCHH; TOrAA OHA, KAK U
Gun6aK (1Mo yMOIT4anmio), OyAeT BUAHA TOJIBKO Pa3paboTIHKaM.
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Tabmuma 1.

MaTepHaﬂ MCCIICIOBAHMA. KOTMYCCTBCHHBIC XapaKTCPUCTUKU

SI3BIK IPOrpaMMUPOBaHUS O6BeM

B npoexrax B orsbiBax B TokeHax
Python 25 17077 503 355
Java 10 2408 239 360
Kotlin 7 8 099 73 830
Hroro 42 27 584 816 545

[TomMuMo coOCTBEHHO TEKCTOB OT3hIBOB U |ID mpoekTa, Ha KOTOpHIi
OH OBLI OCTaBJICH, TAKXKE BBITPYXKAJach BHYTPEHHssT HH(OpMAIIUS O aTe
yOJIMKAIMK ¥ OL[CHKAX, MIOCTAaBJIEHHBIX MMOJIb30BaTeseM (Tabt. 2).

€
’_l
H.b
-
D

Tab6uma 2.
HpHMep BBITPY3KH OT3bIBOB C MCTaaHHBIMHU
language project_id date text clarity fun useful-
ness
Python 98 23.02. This is pretty basic stuff | 4 4 4
2020 that | already know,
except for regular ex-
pressions, which were
new to me. The only
exercise which was
rather difficult was the
XOR exercise.
gractlce programmingKNOW beglmgﬂggnd 183rn baSlcr“need thank
© see YIIEEX : E « ;trlng
array database
ood loop unde stand
nice " ath efw. ovwall experilence
| g™y @ LY
check’ 3] ime test
useful by '_l%n
- ]
part OO ©0 m,_q
% skil =]
gcallym difficult gcomplete yrjte pr‘o rtamy = (U %
T : ) n ¢ “. i “‘,ac ua, ove > c
:Ocu“: I i ll ;( g A
& = ] { 1
2 - 2 )
= o
(%]

gfg)elr'!nt SLQ, pkeephtge teach

Puc. 4. O06aKo YaCTOTHBIX CJIOB M CJIOBOCOUYETaHMUI (Ha MaTepHae BCEX OT3hIBOB)
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Kak BunHO 13 puc. 4, monp30BaTeNy, 1eHCTBUTENBHO, 3aTPAruBaIOT
B OT3bIBAaX TEMBl, COOTBETCTBYIOLIME acleKTaM WX 00pa30BaTelbHOTO
onbita (learn, understand, code, practice, think, problem, work u T.1.).

Cpennsist MHa OT3bIBa cocTaBmiia 29,6 TOKEHOB; OT MPOEKTa K
MPOEKTY 3HAYEHUE ITOTO NTapaMeTpa Bapbupyercs oT 22 ot 35 TOKESHOB
(puc. 5). B cBsi3u ¢ 3THM MOXXHO MPEANONIOKHUTH, YTO XOTS COMEpKa-
TEBHO HCCIIELyEeMbI€ OT3bIBBl OTIIMYHBI OT KOHBEHIIMOHAIBHBIX (hopMm
BBIpQKEHHSI TI0JIb30BATEIBCKOTO MHEHHUS, HO MO (popManbHBIM Xapak-
TEpUCTUKAaM OHU MMEIOT IIepeceyeHNU .
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Ha3BaHue NpoeKkTa
Puc. 5. Cpennsis JutnHa 0T3b1Ba (JUIs KaXKI0r0 MPOEKTA)

Me1 OyzeM paccMaTpuBaTh OTHOILICHUE 00YYarOIIMXCsl K MPOCKTY B
LEJIOM, a TakKe K MPOHICHHBIM TeMaM, 00pa3oBaTEIbHOMY IPOLECCY H
riatopme, U3BJICKast CCHTUMEHT M KITFOYEBBIC TEPMHUHBI U3 KasKIIOrO OT-
3bIBa MO-OTIEILHOCTH ¢ oMok anmroputMoB VADER (https://pypi.org/
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project/vaderSentiment) u RAKE-NLTK (https://pypi.org/project/rake-nltk)
COOTBETCTBEHHO. KpaTko oxapakrepnu3yeM HCIOIb3yeMbIe METOIBI.

VADER (Valence Aware Dictionary for sEntiment Reasoning) —
WHCTPYMEHT C OTKPBITBIM KOJIOM, IPUHIXI PAOOTHI KOTOPOTO COYETaeT
UCIIONIb30BAHUE CIIOBAPS M MPABWII JUIS BEIYUCICHHUS PE3YJIbTUPYIOMICH
TOHAJIBHOCTH C Y4ETOM TOJSAPHOCTH U WHTCHCHBHOCTHU €€ BBIPaKEHUS
[Hutto, Gilbert, 2014]. Cnoaps, ucnons3zyemsiii B VADER, HacunTthiBaer
7520 epuHuUL, BKIIOYAs HE TOINBKO COOCTBEHHO TOHAJIBHO-OKPALICHHYIO
JIEKCHKY, HO U OOLIMPHBIN CHHCOK 3MOTHKOHOB B 3allaflHOM CTHUIIC, a
TaKKe aKPOHUMBI U CIICHTOBBIC BHIPQKCHUS, XapaKTEPHBIC JJIsI KOMIThEO-
TEpPHO OrocpenoBaHHoN komMyHuKkanuu [Hutto, Gilbert, 2014]. B ta6n. 3
MpeAcTaBiIeH PparMeHT UCIIONIb3yEMOr0 JIEKCUKOHA.

Tabnumna 3.
[Tpumeps! TOHATBHO-OKPAIICHHBIX CIIOBAPHBIX STUHUIL
n3 VADER-nexcukona

Toxen Cpenusist TOHaJIbHAS CrannaptHoe DKcIepTHBIE OLICHKH
OIIEHKa OTKJIOHCHHE

difficultly -1.7 0.45826 [-1,-2,-1,-2,-2,-1, -2, -2, -2, -2]
clear 1.6 1.2 [2,1,1,0,3,1,2,4,2,0]
thankfully 1.8 0.6 [2,1,2,1,2,3,2,2,1,2]
meh -0.3 0.78102 [-1,0,-1,0,-1,-1,1,0,1,-1]
witf -2.8 0.74833 [-4,-3,-2,-3,-2,-2,-2,4,-3,-3]
) 2.8 1.07703 [3,4,4,1,2,2,4,2,4,2]

[Tocne conmocTaBieHHs TOKEHOB HCCIENyeMoro (parMeHTa ¢ Ha-
JMYECTBYIOIMMH B CIIOBAape JICKCHYCCKHMMHU CAWHHIIAMH HCIIOIb3YETCsI
psI TpaBHJ, TO3BOJISAIONIMX AJAaNTHPOBATh TOHAIBHYIO OIICHKY MOJ
BIIMSIHUEM KOHTEKcTa. B oTimmume oT Mojeneldl «Mmemka cioB» (aHri.
bag-of-words) anroputm VADER y4uThIBaeT mopsaok CioB, onpee-
JsIsT OTHOIICHHS MEKAY MOIU(PHKATOPaMH CTEICHHU, BBIPAKEHHBIMHU
HapeunsMu Mepsl U crenieHun [Hutto, Gilbert, 2014]. B kagectBe npu-
MEpPOB TaKHX «cloB-OycTepoB» MoxHo mnpuBectn absolutely,
amazingly, fracking, fuckin, most, remarkably xax momsmiaromme To-
HAJTBHOCTH cTofAIIero nocie cinosa u almost, barely, marginally, kindof,
kind-of — kak monwkaromue. Kak BUIHO, MepeueHb BKIIOYACT B CeOs
MOAM(HUKATOPBI pa3HOH CTHIMCTHYECKOW OKkpacku (cp. remarkably —
fuckin) u BapuanTe! nx Hanmcanus (cp. kindof — kind-of). Kpome Toro,
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KaK BIHMSIONINE Ha TOHAJBHYIO OLCHKY CJIOBAa pacCMaTpUBAIOTCS HaMe-
pPEHHOE HM3MEHEHHE PErucTpa, HeCTaHIapTHBIC Ciydan O(opMIIeHUsS
MYHKTYallud ¥ KOHTEKCTBI OTPHIIAHUS; YUUTHIBACTCS BEPOSTHOCTH HC-
MOJIB30BAaHUS HYMOLIMOHAILHO-OKPAIIICHHOM JIEKCHUKH B MITUOMAX.

3naveHne compound, mpezncraBisioee co00i COOCTBEHHO TO-
HAJIBHYIO OLIEHKY, BBIYUCIISETCS KaK CyMMa OLICGHOK CJIOB U3 JIGKCHKOHA
TIOCIIE TPUMEH CHUSI TIPABHUIL:

X

VaZ+ o’

X =

roe X — 9TC yMMa BaJIeHTHBIX oueHok (valence scores), 3a-
JAIOMIMX JISL CJOE  [OJSIPHOCTh M MHTCHCUBHOCTH CEHTUMEHTA TI0
IIKase oT -4 110 +4; X — HOpMaTU3yIoIasi KOHCTAHTA.

Hopmanu3oBaHHasi B3BEIICHHAs] TOHAJIbHAs OIICHKA TPHHAMAET
3HAYCHUSI B MPOMEXKYTKE OT -1 10 +1. Yem BbIlIe TOHANBHAS OLCHKA,
TeM OoJiee TOJNIOKHUTENICH TEKCT, W HaoOopoT. s mpeoOpazoBaHus
KOJTMYECTBEHHOTO OTBETA B KaTErOpHAaJbHBIH OOBIYHO HCIOJB3YIOTCS
creayromue noporopeie 3Hauenus [Hutto, Gilbert, 2014]:

e compound >= 0.05 = no3uTHBHASI TOHAJIBHOCTB,;

e compound > -0.05 u compound score < 0.05 = HelTpasb-
Hasi TOHAJILHOCT;

e compound <= -0.05 = HeraTuBHas TOHAJIBHOCTb.

[To pesynbrataM MpeABIIYIIMX HMCCICAOBAHUI TOYHOCTH
VADER npuMeHHTETBHO K MOXO0KHUM 10 GOpMaTy Ha aHaIH3UpYyeMble
B HACTOAIIEM UCCIICIOBAHUU TEKCTHI — MOCTHI B TBUTTEp — COCTaBHIIA
72% [Al-Shabi, 2020]. Kpome Toro, Bo BpeMsi SKCIIEpUMEHTOB Ha Ha-
meM marepuaie oubnuoreka VADER He TonbKo mo3BoIsIa MOTYYUTh
Oonee pa3HOOOpa3HbIE OLIEHKM M AMITUPUYECKH COMOCTAaBUMBIE C 00-
Il TOHAJBHOCTHIO TEKCTOB, HO W JIy4llle YJIABJIMBAJla HEraTHBHBIN
CCHTHMEHT B OT3bIBaX 3HAYMTEIILHOM JTUHEL

RAKE (Rapid Automatic Keyword Extraction) — oqun u3 anro-
PHUTMOB JUTS U3BJICUCHUS KITIOUEeBBIX ciioB [Automatic keywords extrac-
tion ..., 2010]. Ero ocoOEHHOCTBIO MOKHO Ha3BaTh MOHHMMAaHHE KITIO-
YEBBIX CJIOB KaK KIFOYEBBIX ()pa3, XapaKTepH3YIOIIMX TEKCT. Tak,
NPUHIUT PaOOTHI CBSI3aH CO CIEIYIOIMINM HAOIIOJCHUEM: UIMHA KO-
4yeBol (ppasbl, Kak MPaBHIIO, OOJBILE SIUHUIIBI, IPU ITOM B €€ COCTAB
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PEAKO TOMANa0T MyHKTYallMOHHBIC 3HAKH U CTOI-CJIOBA — CJIOBA, 00-
JaJA0IUe MUHUMAJIBHOM JIEKCUUECKOM LIEHHOCThIO0. B 3Tol cBsizu
npu (HOPMHUPOBAHUH CITUCKA COMAEPXKATENBHBIX ciioB (content words)
QITOPUTM OLICHUBAET TO3HIIMI0 CTOM-CJIOB M MYHKTYAI[MOHHBIX 3HA-
KOB, 33/IaHHBIX TOJH30BATENEM, ¥, Pa30Bas HA OCHOBE 3TUX CITUCKOB
MPEUIOKCHUS Ha (Ppasbl, ONpeessieT KaHIUAaThl B KIFOYEBBIC CIOBA
(candidate keywords).

B macTosmielt paboTe anropuT™M MPUMEHSETCS IS KaTeropusa-
WY TOHSITUH U TEPMUHOB, HCIIOJB3YEMbBIX TOJIH30BATENSIMU TPU OCTAB-
neann GumosKa. /s BeIIEIEHUS KITFOUEBBIX CIIOB HAMU UCTIONB3YETCs
METpHKa OTHOIICHHS CTEMeHu coBa k yactotnoctH (deg(w) / freq(w)),
KOTOpasi TO3BOJIACT BBLICIATH CIIOBA, TJIABHBIM 00pa3oM BCTpEYAro-
mpecss B Ooyiee JUIMHHBIX KaHIUAATaX B KJIFOYEBBIC clioBa. cmomb3o-
BaHHE UIMEHHO 3TOT0 METO0/1a 00YCIOBIEHO HEOOXOIMMOCTHIO PA0OTHI C
KQKIBIM OT3BIBOM TI0 OTJCIIEHOCTH, YTO TIPEJICTABIISCTCS PEICBAHTHBIM
MPY COBMEIICHUY 3a/iay aHAJIM3a TOHAJILHOCTU W WM3BIICYCHUS KITFOUE-
BBIX CJIOB, Ha KOTOPBIC HATIPABJICH MIPOBOIUMBIN SKCIICPUMEHT.

Pe3y.m)TaT1)1 H X OLICHKAa

B pesynbraTe aHanu3a ObLIM MMOJMYYEHBI JaHHBIE O CpeAHEl To-
HaJBHOW OLEHKE W KOJMMYECTBE IOJOXKHUTEIBHBIX M OTPHLATEIBHBIX
OT3bIBOB (B a0CONIOTHBIX M OTHOCHTEIBHBIX 3HAYCHUSX) VIS KaXKIOTO
o0pa3oBaTenbHOrO MpoekTa. sl OTHeCeHUsl OT3bIBa B COOTBETCTBYIO-
LIYIO KaTeropyio OBUIM KCIOJIB30BaHbI IIOPOTOBBIE 3HAYCHUS, MPEIIO-
xenubie B [Hutto, Gilbert, 2014] u onucannsie Bbime. Beero aBroma-
TUYECKH ynanoch pa3meruTb 23 251 or3wiB, uTo cocraBmio 84% ot
obmrero oobema Beioopku. M3 Hux 19 786 0T3BIBOB OBLIH OIICHEHBI KaK
MOJIOKUTENbHBIC, 3 429 — Kak OTpUIlaTEIbHEIE.

B Ttabn. 4 npuBogsTCS MpUMeEphI TOMOKUTENBHBIX U OTpPULIATENb-
HbIX 0T361BOB. Kak BuaHo, VADER xoportio cipaBisercst co CMeaHHbIM
CEHTUMEHTOM B OT3bIBax cpenHeil amuHbl. [IpaBHibHOCTH Ha3HAuYEHHON
METKH, XapaKTepH3YIOLeH MOMSPHOCTh OT3hIBA, YCTAHABIMBAIACH IMITH-
PHYECKH.
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Ta6muma 4.
HpI/IMepI:I PasMEUCHHBIX 110 TOHAJIBHOCTH OT3BIBOB
O6pa3oBaTenbHbLi Texct or3bIBa com- Mertka
MPOEKT pound
3_Coffee Machine | Basic of java is quite clear. 0.9179 | pos
Felt happy.

Questions standard is pretty good
7_Coffee Machine | Really interesting, useful and funny project. | 0.8995 | pos
Good for learning the OOP.

8_Zookeeper Very good project to start if you're a begin- 0.807 pos
ner. This is sure crack your head at While
Loop lol
9_Text-Based It's very useful to project to learn about -0.7931 | neg
Browser many things, but sometimes test cases are

nonsense and summary of the problem is
very hard to follow

8_Zookeeper FUCKING TRASH BULLSHIT -0.9723 | neg
STUPID IDE

FUCK YALL STUPID JETBRAINS PRO-
GRAMMERs

Jlnist onpeneneHus Toro, 0 4YeM FOBOPUTCS B OT3bIBAX, M3 KaXI0TO,
TZle BO3MOYKHO, M3BJIEKAIUCH M0 IATh KJIIOYEBBIX CIIOB. MUHUMAaNbHAs
JUIMHa KJII0ueBOil (pas3bl Obuta 3amaHa paBHOW 1, MakcumanbsHas — 3.
[Ipumep pazMeueHHOro TaKUM 00pa3oM OT3bIBa MPUBOIUTCA B TalII. 5.

Tabmuma 5.
HpI/IMep OT3bIBa C U3BJICHCHHBLIMHU U3 HECI'O KJIFOUEBBIMU CJIOBAMU

ObpazoBa- Texcr or3bIBa Compound Kirouessle cioBa
TEJbHBIN
MPOEKT
42_Smart I had get closer experience with 0.2023 stack
Calculator 2 important data structures: the
stack and the queue
42_Smart I had get closer experience with 0.2023 queue
Calculator 2 important data structures: the
stack and the queue

[Tocne sTOro m3 oOUIEro CIUCKa KIIOYEBBIX CIOB BPYYHYIO OT-
Oupanuch Te, KOTOpblEe ACHCTBUTENBHO OTCBHUIAIOT K ONpPEAETICHHBIM
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CYIIHOCTSIM OOBEKTa TOHAJIBHOCTH B COOTBETCTBUH C TPEMs KaTero-
pHAMU:

e Tembl (& _tOpIC) — oTchUTaeT K TeMaM, U3Y4eHHBIM I0JIb30Ba-
TEJSIMU BO BPEMsI IPOXOIKICHUS IPOCKTOB (MOIYJIH, METO/BI, OHOINO-
TEKH, TaKeThl ¥ 1pod.), Harpumep: boolean type, loops, split, class at-
tributes, sys module, string, nested lists, socket, emuns, mutable lists,
arrays, math library, oop;

e mpouecc o0ydenus (a_learning_process) — BkiroyaeT B ce0s
BCE, 4TO CBS3aHO C M3YYCHHEM TEM M BBITIOJIHCHUEM 3aJaHuil (dTarbl
pabotel Hax npoekToM (B Tepmunax Hyperskill — cramum), onucanne
3aJaHuid, TECTOBBIC CIIy4aW Ul MPOBepKH Koxa); Hampumep: final
stage, solution, solve problems, lessons, first steps, tutorial, questions,
description, examples, test cases, code editor, hints helped, correct so-
lution;

o miatdopma (a_platform) — to, yto cBsa3aHo ¢ uIATHOPMOit U
ee opraHu3anuedl B IelIoM (UCIOJb3yeMasi METOIHMKA, YHOMHHAHHMS
riatdopmbl / pa3pabOTYMKOB, CKOPOCTH padothl caiita / IDE, crom-
MOCTh MOJNUCKH); Hampumep: jetbrains academy, many thanks, study
plan, topics covered, native language, website, hyperskill team, step
approach.

Bcero momyunnoce onpenenuts 981 KiodeBoe CIOBO, OTCHI-
Jaroniee K pa3sHbIM YacTsIM IOJIb30BATEILCKOT0 OmbITa. M3 HUX K Kare-
ropun a_topic obum otHecensl 577, k a_learning_process — 309 u k
a_platform — 95. M3Bne4yeHHbIC KITIOUEBBIE CIIOBA B OCHOBHOM COOTBET-
CTBOBaJIM CJIEMyIOMUM yactepeunbiM natrepHam: ADJ + NOUN (252
kiaroueBbix cinosa), NOUN (208), NOUN + NOUN (131), VERB,
NOUN (116).

HakoHnerl, KaXablii OT3bIB, €CJIM B HEM YIIOMUHAJICS aCIEKTHBIN
TEpMHUH, OBUI COMOCTAaBIICH C COOTBETCTBYIOIIEH KaTeropueii. Konnye-
CTBEHHBIC TIOKa3aTelld, NMPHBOAMMBIC B Ta0N. 6 Ha mpUMepe MPOeKTa
Zookeeper, ObUIM TIONYYEHBI B JABYX BapHaHTaX: Ul BCEX MPOCKTOB,
CTPYIITHPOBAHHBIX 110 U3y4aeMOMY SI3BbIKY MPOTPAaMMHUPOBAHUS, U VIS
Ka)KJIOr0 MPOEKTA IO OTACIBHOCTH.
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Tab6nuia 6.
Pacnpe):[eneHHe KJIFOUECBLIX CJIOB I10 ITOJOXKUTCIBbHBIM U
OTpHILIATEIBHBIM OT3bIBaM (Ha npuMepe npoekta 98_Zookeeper)

Kareropus KonmaecTBo BXOXKIEHUH B OT3BIBBI Hroro
Cpennss MOJIOKHUTETbHBIE OTpUIIaTEIIbHBIC
TOHAJIbHAS AGo. % AGo. %
OIlEHKa
IIponecc
o0yueHus 0,40 1545 83,65 302 16,35 1847
ITnardopma 0,55 656 91,24 63 8,76 719
Tembl 0.34 1491 84,81 267 15,19 1758
Hroro 3692 632 4324

B otHomeHnn nepBoro Habopa JaHHBIX MOXKHO CHEJIATh Clie-
AyroLIre HaOMIOACHNUS:

1) xareropus «Impoiuecc 00y4eHHsI» BCTPEYaeTcsi B OT3bIBAX, B
KOTOPBIX MNPEBAIMPYET MOJOKUTEIbHAS JIEKCUKA, OCTABJICHHBIX Ha
npoekThl B nepByto ouepeap no Kotlin (86,88% or obmero uucna or-
3bIBOB, B KOTOPBIX BCTPEYAETCS COOTBETCTBYIOLIME TEPMHHBI) M Java
(86,69%), st mpoekToB 1o Python 3To 3HaueHne HECKOJIBKO MEHBIIIE —
84,79%.

2) xareropusi «mjaaTgopma» yrnmoMuHaeTcs B Haubosee MoJo-
JKHUTEIBHBIX KOHTEKCTaX B OT3bIBax Ha mpoekThl mo Kotlin (96%), 3a-
TeM HIyT npoekTsl 1o Java (93,35%) u, nakonern, Python (91,28%);

3) KaTeropusi «KTeMbI» BXOIUT B 3HAUUTEIHEHOE KOJIHMYECTBO OT-
3piBoB Ha Kotlin (86,98%), zatem caenyror Python (85,17%) u Java
(84,99%).

Takum 00pa3oM, MOYKHO MPEIIOIOKHUTE, YTO HANOOJIEE TIOJIOKH-
TEIBHO OLIEHUBAIOT CBOW ONBIT MOJIB30BATENH, IIPOXOJUBIINE 00yYCHUE
Ha tarpopme Hyperskill mo s3piky mporpammupoBanus Kotlin. Ipu
ATOM HauOOJbIIIee KOJIMYECTBO YIOMHHAHHN MpoOiIeM ¢ 1aTdopMoit
BCTpEYaeTCs B OT3bIBaX Ha MPOEKTHI B paMKaX OHJAIH-KypcoB 1o Py-
thon. MHTepecHo, YTO B HaMMEHEE MOJOKUTEIBHBIX KOHTEKCTAX YIIO-
MHHAIOTCS TEMbI, KOTOPbIE U3Y4alOTCs B paMKax Tpeka 1o Java.

Yro KacaeTcsi pactpeielieHHsl KITIOYEBBIX CJIOB MO TTOJIOKHUTEIb-
HBIM M OTPHLATEIBHBIM OT3bIBaM ISl KaXIOr0 IMPOCKTa, TO 3/eCh
MOYXHO TPOCIEKHBATh «BXOAMMOCTB» KIIOUEBBIX CIOB B OT3BIBBI
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omnpeelieHHol ToHampHOCTH. Ha puc. 9 mpuBoauTcs mpumep pacmpe-
JCTICHHUSI CaMBIX TIOKa3aTelbHBIX IMOJOKHUTEIBHBIX M OTPHUIIATEIBHBIX
TEPMUHOB TI0 acrniekTam s mpoekta Zookeeper (tpek Python Core).

Mnatdopma Mpouecc obyuyeHus

great opportunity
earning platform
jetbrains team

correct solution
code quality
well explained

approach good examples
step approach theoretical part
study plan task descriptions
good training learning curve
hyperskill hints
website mistakes B
mother tongue small details e
comments section code editor e
english language @ final step T |
¢ a2 04 06 08 1 -1 0,5 a 0,5 1

Cpepnns TOHANBHEN OUBHKE Cpearisis TOHaNbHaR OueHka

Tembl

list comprehension
boolean values

elif statements

read input

tuples

arithmetic operations
naming variables
data types

loops

comparison operators
functions

set

iterable objects
command line

string formatting

T T 1

4 B8 06 B4 02 0 02 04 05 08 1
Cpenmsn TOHaNbHAA OLeHKa

Puc. 9. Hanboree moMOKUTETBHBIE U OTPULIATEIBHBIC KITIOYEBBIE TEPMUHBI
0 KaTErOpUsIM «IIPOLEeCC O0YICHU», «ILIaTGopMay, KTeMBI»
(na mpumepe mpoekta 98_Zookeeper)

Tak, B mporecce 00y4eHUS] TO3UTHBHBIN OIBIT COCTABJISAIOT TIpa-
BWJIBHOCTB pelieHus 3amad (correct solution), moHsTHeIE 0OBCHEHHS
marepuana u 3amanuii (good examples, theoretical part, task descrip-
tions), a HeraTUBHBIN — NMPOBEPKA PELICHUH C TOMOIIBIO PElaKTopa Koaa
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(code editor) u TpyaHocT Ha mocnenHeMm stane mpoekra (final step/
stage). [Tonp3oBareny, nmpomenme npoekT Zookeeper, cyas mo Bcemy,
HE MMeJTH 3HAYUTENbHBIX MPo0ieM ¢ ratdopmoii (kpome Toro gakra,
YTO OHA SBJSCTCS AHIIIOA3BIYHOM). CaMbIMU CIIO)KHBIMH TEMaMH OKa-
3anuck popmatupoBanue cTpok (String formatting), padora ¢ komann-
HOM ctpokoii (command line), a B MO3UTHBHBIX KOHTEKCTaX YIOMHHA-
nuck criuckoBble BrmodeHus (list comprehension), OyneBsie 3HaYCHHS
(boolean values), ycnoBusbie onepatopsi (elif statements).

ITepeiinem K OIEHKE MOJTYYEHHBIX pe3ynbTaToB. [ aHanm3a ka-
TErOpUil TOJIB30BATEIBCKOTO OINBITA, TOJYYCHHBIX Ha OCHOBE W3BIIE-
YEHHBIX KJIIOYEBBIX CJIOB, ObLIa MPOBEACHA pa3MeTKa YacTH JaHHBIX
TpeMsl SKCIIEpTaMH, paHee UMEBIIMMU OIBIT TPOrPAMMHUPOBAHHS U O3HA-
KOMJICHHBIMH CO CHEIM(HUKON 3a]ja4l aHaIM3a TOHAJIBHOCTH. [ Kako-
r'0 aHHOTAaTOpa Ha OCHOBE BCEX TAHHBIX OBUIN C(hOPMUPOBAHBI BHIOOPKH
no 500 oT3bIBOB, OTOOpaHHBIX CIy4ailHBIM 00pa3oM MO CIEAYIOLUINM
KPHUTEPHSIM:

1) OT3BIBBI HOKHBI OBITH HA QHTJIMICKOM SI3BIKE;

2) B BBIOOPKE IOJDKHBI IPUCYTCTBOBATH OT3BIBBI PA3HOW JIJTHHBI:
CpenHel u BbIlIe / HYKE CPeTHEro;

3) coOnromaeTcsi MPOMOPIMOHATBHOE COOTBETCTBHE <IIPEICTAB-
JICHHOCTH» S13bIKOB IIPOTPaMMHPOBaHHs B BBIOOPKE peabHBIM JAHHBIM.

Tak, B Kaykayro BEIOOpKY BolLIH 110 360 OT3BIBOB HA MPOEKTHI MO
Python, mo 100 — no Java u 40 — no Kotlin. CymmapHhsIit 00beM pa3me-
yeHHBIX naHHbIX coctaBri 1500 oT36IBOB.

Pa3Merka OCyIIECTBIISUIACh ¢ MOMOMIBI0 d0CCano’ — OTKPHITOro
MHCTPYMEHTA JJIsl aHHOTHPOBAHUS JAHHBIX, IPHMEHSIEMOTr0 JUIS IIHPO-
KOT'0 CIIEKTpa 3a/1a4 00pabOTKU €CTECTBEHHOIO S3bIKa. XapaKTepPUCTHKA
KaTeropuii B 3aJlaHUU JJIsi aHHOTATOPOB COOTBETCTBOBAJIA MPECTaB-
JeHHO# BbIe. Kpome Toro, He00X0MMOo OBUIO pa3METUTh OLICHOYHBIC
CIIOBa, KOTOPBIC XapaKTePH3YIOT KaTCrOPUI0 MOJOXKUTENBHO (Ter
S_positive) i HeratuBHO (S_Nnegative), XoTs He MPUBSA3aHbI K KaKOM-
T100 KOHKPETHOH CYIIHOCTH, HO OIKCHIBAIOT OOIIME BICYATICHHS
noJsib3oBaTens oT o0ydeHus. [Ipumep pasMedeHHOro OT3bIBA MPEICTaB-
nen Ha puc. 10.

! https://github.com/doccano/doccano
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| learned how to use the socket module and practiced with

Progress
Toual 500
s_positive a_learning_p a_learning_p Complete

0%
spoil the impressic
+s_negative

Label Types -

e Jeaming process J s posiive J
jramming learning platform I've come actoss thus far! snegare (D)
ve a, atform
&_platform

Albeita b for non-US/non-European customers, J

Puc. 10. [Tprmep aHHOTHPOBaHUS 0T3bIBa B dOCCANO

B cooTtBerctBuu ¢ TaOn. 7 B pe3yabTaTe 3KCIEPTHOH pa3METKU
nosrydeHbl 1537 KITIOYEBBIX CJIOB, B TO BPEMs KaK aBTOMAaTHYECKH y/ia-
nock onpeaenuTs 981, uro cocrasisier 63,83% oOT «3010TOrO CTaHAAPTAY.

Tabmuma 7
CpaBHeHI/Ie KOJINYCCTBA U3BJICYHCHHBIX TCPMUHOB
ABTOMATUYCCKH U BPYUHYIO

Kareropust | KonmuecTBO M3BJICUEHHBIX KITIOUEBBIX CIIOB | J[OJIs1 aBTOMATHYECKUX OT
JKCIIEPTHBIX, %

ABTOMAaTHYECKH | BPYYHYIO

Tporecc 309 621 49,76
00y4eHHs

ITnardop- 95 117 81,20
Ma

Temsl 577 799 72,22
Uroro 981 1537 63,83

Ecnu cpaBHuMBaTh mo KaTeropusM, To HauOomibmas 3(dexTHs-
HOCTb aBTOMAaTHYECKOT'O M3BJICUCHUS HA OCHOBE METOMOB KIIIOYEBBIX
CIIOB JOCTUTHYTa [yt KaTteropwii «miatdopma» (81,20%) u «rembi»
(72,22%). BepositHO, BBUAY pa3HOOOpa3usi ()OpM BBIPAKEHUS KaTero-
pHsl «mporiecc 00ydeHHs» OKazalach CAMOH CIIOKHOM 1St POPMUPOBAHUS
MAaIIMHHBIM CIIOCOOOM.
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3aka1oueHne

W3Brieuenne MHEHUH W HACTPOCHUH M3 TOJIH30BATEIHCKOT'0 KOH-
TEHTa MOMOTaeT OU3HECY MPUHUMATh PEIICHHUS B OTHONICHUU pa3pada-
THIBAEMBIX TPOIYKTOB. B mocieaHee BpeMst B CIIEKTp MOAOOHBIX 3a1a4
BCE YaIlle MONaJar0T OT3BIBBI, OCTABIIIEMbIC OOYYAIOIIMMUCS HA pa3-
JIUYHBIC OHJIAHH-KYPCHI.

B crarbe ObuTa Mpe/cTaBICHA HSs aHATH3a TOHATBHOCTH Ha OC-
HOBE KaTErOPHU3aIllMU KITFOUEBBIX CJIOB, M3BJCUCHHBIX aBTOMATHYCCKH,
JUTSL OIICHKHU TTOJIb30BATENBCKOTO OMBITA MPUMEHUTEIBHO K TeMaTHue-
CKH CHEIM(PUUHBIM OT3bIBAM-PE(IICKCHSIM HA MPOXOKIACHHE MPOCKTOB
MO M3YYCHHUIO SI3BIKOB MPOTPAMMHUPOBAHUs. Pe3ybTaThl HCCIICIOBAHMS
MO3BOJIMJIA HAM OXapaKkTepU30BaTh OTHOIICHHUE TONb30BaTee Hyper-
skill k u3ygaembiM TemaM, 00pa30BaTEINLHOMY MPOIECCy | MaaTdopme.
OI1leHUB Ka4eCTBO aBTOMATUYCCKOW Pa3METKH, MOYKHO YCTAHOBHTH, YTO
COCTaB TaKWX KaTeropui, kak «miatdopma» (81,20%) u «TembI»
(72,22%), naunbomnee COOTBETCTBYET KIIFOUECBBIM CIOBaM, BBIJCICHHBIM
BPYUHYIO.

Taxum 00pa3oM, TOAXOM K aHATU3Y TOHAIBHOCTH MOJH30BATEIh-
CKHX OT3bIBOB Ha OHJIAWH-KYPCHI IO MPOrPAMMHPOBAHHUIO C MPUMEHE-
HUEM METOJIOB M3BJICUCHHSI KITFOUEBBIX CJIOB JJIS BBISIBICHHUS KITFOYCBBIX
CJIOB MOXKHO CUHTATh JOCTATOYHO 3((EKTUBHBIM Jis1 0000IICHUS BIle-
YyaTiaeHuil oT oHNaliH-o0pa3oBaHus. VCmoap30BaHUE KITFOUEBBIX CIIOB,
Kak OBLIO MPOJAESMOHCTPUPOBAHO Ha TpuMepe mpoekra Zookeeper, mo-
3BOJIIET OMPENENATh MPOCKTHO-3aBUCHMBIC (haKTOPhI, BIMSIONME Ha
OTHOIIICHUE TTOJIE30BaTENIeH K MPOIecCy O0yUCHHSI.

B mponmomkenune wucciaenoBaHUsS, BO-TIEPBBIX, IMPEACTaBISACTCS
1IEJIECO00Pa3HBIM MMPOBECTH CEPUI0 IKCIICPUMEHTOB, HAIIPABJICHHBIX HA
ACTICKTHO-OPUECHTUPOBAHHBIA aHATN3 TOHAJILHOCTH, TO €CTh C yYETOM
KOHTEKCTHBIX OIICHOYHBIX CJIOB, BBIJICTICHHBIX B XOJIC DKCIIEPTHOM pas-
Mmetku (a_positive, a_negative), u BbISBICHHS OTHOIICHHS TTOJIb30BaTE-
Jiel K KOHKPETHBIM CYHTHOCTSM. BO-BTOPBIX, MOXKET OBITH MEPCIICKTHB-
HBIM HCITOJIL30BAHUE ISl OTPENETICHUS SMOIIMOHATBHOW BaJCHTHOCTH
OT3bIBa «B3BEIICHHBIX» TOHATLHOW U MOJIb30BATEIIbCKON OICHOK. Takke
JUTS aBTOMATH3AIMA CyMMAapHU3aliy TOJIb30BATEILCKOTO OIMbITA Ha Ha-
IeM MaTepualie MOTCHIIMAIbHO MHTEPECHA anpodalus METOA0B TeMa-
TUYECKOT0 MOJICTUPOBAHUSL.
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