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Annomayus. CraThsi HOCBSIIEHA TPOMIT-UIDKHHAPHHTY JUIS CHIDKEHUSI IUIaruaTta
U TIOBBIIICHNSI 3aMHTEPECOBAHHOCTH CTYICHTOB. BBIITO IPOBEACHO MHTEPBBIO MPETIOAABA-
TeneH, pa3paboTaHa repBasi KOIUICKIUSI TIPECETOB IS IPOMIT-UIKUHIPHHTA B aKaJie-
MHUECKOH cpefie, co3aH MHTepdelc BUPTYaIbHOro accucTeHTa. KauecTBeHHbIH aHa-
JU3 pe3yIbTaTOB MHTEPBBIO IIOKA3aJ, YTO COTPYOHUKH cepbl 00pa30BaHUS CKOpee
3aUHTEPECOBAHbI B MIPUMEHEHHN OOJBIINX S3BIKOBBIX MOJEICH IpH pa3paboTke Gopm
KOHTPOJIS, aaNTaIly yIeOHOr0 MaTephaia C EeJIbI0 IPEIOCTaBICHNS JOCTYITHOCTH H
CO3IaHMS WILTIOCTPATHBHOro MaTepuana. OqHAKO B XOIe UCCIIeJOBAaHNS OBLTH BBISBICHEI
TaKue OrPaHUICHUS, KaK ITOPOXKICHIE JIOKHOH NH(OPMAINHK S3BIKOBEIMH MOJIEIISIMU U
BBICOKMI PUCK PacIIpOCTpaHEHUs IUIaruaTa Cpeqy CTyAeHTOB. B pesynbraTe mccimeno-
BaHMA ObLT pa3paboTaH MOIB30BATEIbCKUN MHTEp(EeHC BUPTYaIbHOTO aCCUCTEHTA TIpe-
MoIaBaTeNs ¢ TaKUMHU (PyHKIMSAMH, KaK TOTOBBIE HAOOPHI MHCTPYKIMH UIs OONBIINX
SI3BIKOBBIX MOJIENICH, pa3paOOTaHHbIE METOJaMH HIKCHEPHH HHCTPYKIHWH, a Takke
GbyHKIIH 11 0becrnieueHnst KuOepOe30macHOCT! U OOHAPYKEHUS IJ1aruara.

Kniouesvie crosa: MpoOMNT-UI>XKUHAPUHT; T€HEPAaTUBHBIM HCKYCCTBEHHBIH HH-
TEJJIEKT; BUPTYaIbHBIN aCCHCTEHT; 00pa30BaTEIbHbIC TEXHOIOIHH; METOIOIOTHS TIpe-
TIOIaBaHMSI.
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Abstract. The paper highlights prompt engineering in academic setting to re-
duce plagiarism and increase students' interest. The research problem is the lack of a
unified methodology for using artificial intelligence in education. The paper aims to
create a generative artificial intelligence user interface, the Virtual Teaching Assistant.
Teachers were interviewed, the first collection of presets for prompt engineering in an
academic environment was developed, and a virtual assistant interface was created. The
qualitative analysis revealed that educators are interested in applying large language
models to developing assessment materials, adapting learning content for providing
accessibility, and creating education illustrations. However, the study identified chal-
lenges, including hallucinations in generated content and the risk of plagiarism. The
study resulted in the development of a virtual teaching assistant interface with features
such as prompt presets, custom guardrails, and plagiarism detection. The prompt presets
are simplified templates for generating assignments, quizzes, and educational materials.
Guardrails are safety controls that ensure ethical and inclusive content generation. Pla-
giarism checker is a function that detects Al-generated content through analyzing stu-
dents’ submissions using neural network weights.

Keywords: prompt engineering; generative artificial intelligence; virtual assis-
tant; educational technologies; teaching methodology.
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Introduction

A large language model (LLM) is a machine learning model for
natural language processing capable of general-purpose text language
generation, or next token prediction, as well as zero-shot learning on a
wide variety of tasks, such as text classification, question-answering, or
natural language inference [Better language models ..., 2019, p. 3]. For
example, OpenAl GPT-4 [GPT-4 technical report, 2023], Microsoft Phi-3
[Phi-3 technical report ..., 2024], or Google Gemma [Gemma ..., 2024]
are self-supervised broad-domain LLMs suitable for various downstream
tasks also called foundation models [On the opportunities ..., 2021, p. 4].
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LLMs assist in academic tasks, such as proofreading, concept
explanation, or personalized learning, increasing student educational
engagement. However, there are concerns about content originality. For
example, using LLMs in academia might increase plagiarism risks with
legal impact [Elkhatat, 2023, p. 2]. In general and higher education, the
misuse of LLMs might lead to broad cheat content generation among
students [Cotton, Cotton, Shipway, 2024, p. 230].

It seems that the spread of LLM use in different settings, including
academia, is associated with developing user-friendly interfaces. For
example, ChatGPT, Google Gemini, and YandexGPT can be accessed
through user-friendly chatbots and user interfaces. Making LLMs ac-
cessible allows for routine automation, brainstorming, and virtual assis-
tance, however, it also increases the risks of irresponsible use of artifi-
cial intelligence technologies, caused by insufficient knowledge of how
LLMs work on the user level and absence or lack of LLM output con-
trol, as well as prompt filtering.

The study aims to develop a generative artificial intelligence user
interface for academic setting. The research problem is the lack of a
unified methodology for artificial intelligence use in education. The
study implies experimental interviews and questionnaires of educators,
supported by qualitative results analysis to define the problems and
needs of the members of the educational system. The paper describes a
process of building a user interface layout in Figma and prototypes in
Gradio and Google Colab, based on the qualitative analysis results. The
study results include a demo version of a virtual assistant built with
LangChain and LIaMA.CPP libraries and a novel educational methodology
that describes virtual agent functions, LLM guardrails, and a first col-
lection of presets for prompt engineering in academia.

Related work

Recently, the interest in using artificial intelligence in education
has been rising. For example, novel proposals for using LLMs in lan-
guage learning [Alenizi, Mohamed, Shaaban, 2023], inclusive educa-
tion [Mujahid, Saha, 2023], and general or higher education enhance-
ment [Zhang, Tur, 2024] are emerging. However, there’s a lack of
ready-made user interfaces enabling generative artificial intelligence
use in education. Most of the studies explore the capacity of broad-
domain systems, such as ChatGPT or Google Gemini, but do not pro-
pose an isolated educational tool based on LLMs.
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For example, according to the results of educators’ interviews
conducted in [Alenizi, Mohamed, Shaaban, 2023 ], ChatGPT is a perspec-
tive tool for scaffolding, i.e. supporting students with special educational
needs. This support can be provided by generating individualized instruc-
tions for students, creating collaborative activities, and enhancing peer-
to-peer education. Other studies view ChatGPT as an accessibility tool.
For instance, LLMs can provide language support by generating imme-
diate translations and concept explanations. Generative models can be
used for social-emotional learning developing interaction strategies for
students with communicational difficulties. LLM text-to-text generation
can provide accessibility for students with dyslexia or other learning
difficulties [Mujahid, Saha, 2023, p. 92-93]. Overall, LLMs in general
and higher education are often used for study preparation. For example,
educators prefer using ChatGPT for workshop organization and as-
signment planning, while students use the model for problem-solving
guidance and automated feedback [Zhang, Tur, 2024, p. 12].

It seems that most studies highlight the use of ChatGPT in inclu-
sive education, however, they do not review the accessibility of the
very ChatGPT user interface and the model outputs. There is a lack of
research on ethical considerations around using LLMs in educational
environments. For example, there is an insufficiency of strategies for
plagiarism minimization. Another controversial aspect is prompt engi-
neering accessibility. Considering that prompt engineering requires
building instruction structures and applying domain knowledge, this
technique might not be available for people with learning difficulties,
meaning that novel strategies or prompt presets are needed in inclusive
educational settings.

There is a lack of technical details on LLM applications in acade-
mia, such as guardrailing and special LLM user interfaces developed
considering ethical issues, such as student cheating and plagiarism, as
well as accessibility challenges, that will be discussed in the following
section. In the Discussion section, a control in students’ use of ChatGPT
and W3C Accessibility Standards towards LLMs will be observed. Over-
all, the study declares that the modern educational system requires a spe-
cial, i.e. closed-domain LLM-based tool, that is proposed in this paper.

Method

This study utilizes a qualitative approach, focusing on in-depth
interviews with educators to gather insights into their experiences and
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needs regarding LLMs and prompt engineering. The goal is to under-
stand the practical applications of LLMs in academic settings and to
develop a user-friendly interface for a Virtual Teaching Assistant based
on the received feedback.

The study involves interviews with 18 educators from general
and higher education institutions. The participants signed a formal
agreement before participating in the experiment. The age of the par-
ticipants varied from 25 to 50 years. 90% of the participants were fe-
males, and 10% were males. The participants represented different
higher educational institutions, including Saint Petersburg State Uni-
versity and Higher School of Economics. The teaching experience of
the participants varied from 1 to 25 years. The participants are selected
from a range of general education subjects, specifically focusing on
language learning, arts, and humanities. The key interview questions
are about respondents’ teaching experience, their experience with
LLMs, and the types of tasks they would like to automate using genera-
tive artificial intelligence. The questions were as follows: (1) Characterize
your level of awareness of Al technologies; (2) Describe your experi-
ence in applying LLMs for enhancing your teaching practices and
skills; (3) Which tasks from your teaching routing would you like to
automate with LLMs.

After the interview, the respondents were asked to take part in a
prompt engineering experiment by forming three prompts relevant to
their teaching disciplines and using them to generate answers from
GPT-40. The respondents were free to use English or Russian lan-
guages for prompting. The respondents were tasked to create prompts
that would allow for generating various forms of control, such as quizzes,
examination tasks and tests, as well as interactive tasks for seminars
and workshops. At the final stage of the experiment, the respondents
were asked to analyze the generated results for instances of hallucina-
tion (generic false information), evaluate the output accuracy, and de-
cide whether the generated texts can be used in practice, and what spe-
cific changes are needed in the model result.

The insights gathered from the interviews are summarized to
specify a foundation for a user interface of a novel academic LLM-
based system. The key features of the interface include a prompt builder
with presets, accessibility tools, and instruments for plagiarism detec-
tion. The system development comprises creating guardrails, and user
interface layouts in Figma, as well as building a demo version of the
tool with Gradio and Google Colab.
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Interview Results

The qualitative analysis of interviews with 18 educators revealed
several key themes related to their experiences and needs concerning
LLMs and prompt engineering.

Firstly, many educators reported limited but growing use of
LLMs in their teaching practice. For some respondents, this experiment
was their first experience in prompt engineering. Several agreed to par-
ticipate in this research to learn more about ChatGPT. Apart from
ChatGPT, one of the participants claimed their active usage of GigaChat
LLM, and several reported applying image generation models in their
educational practice.

Secondly, educators identified several tasks they would like to
automate using LLMs. Common applications included developing as-
sessment tasks, adapting learning material through text-to-text genera-
tion, and creating illustrations for studied phenomena. Two participants
reported they use ChatGPT to detect cheating by generating results for
the assessment task and comparing the generated text with a student’s
answer. Table 1 shows examples of prompts created by the participants
of the experiment.

Table 1

Examples of prompts created by the experiment participants

Prompt Level of education Displine
List 19 words of two or three syllables containing
different stressed vowels according Higher education Phonetics

to IPA transcription

Create a test in French on the topic Conditionnel
of 20 tasks, including open and closed questions

Higher and general
education

French as a foreign
language

Create a test of 20 tasks on the topic of Indicative

Higher and general

French as a foreign

Tenses in French for levels B1-B2 education language

Rewrite the following text using more informal
expressions and grammar

Higher and general
education

Open domain (can be
applied to any discipline)

Create questions for a quiz based on Tolstoy’s

story After the Ball Literature

General education

Thirdly, most participants found hallucinations in the model answers
reporting unacceptable fragments such as grammar mistakes in linguistic
tasks. For example, in language learning tasks, some participants re-
ported wrong verb tense usage in generating study illustrations for cer-
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tain grammar phenomena. Precisely, for the prompt “Generate grammar
mistakes in Russian” the model produced “Kot cuaut Ha koBpax™ (“A cat
sits on carpets”) as an example of incorrect case usage. However, this
sentence is grammatically acceptable, although it uses the plural form
of the word “carpet” instead of a singular.

Hypothetically, hallucinations in linguistic phenomena genera-
tion are caused by LLM multilingualism. Such models as GPT-4o0 are
trained on multilingual data, and the ratio of English data is many times
higher than the amount of data in other languages, including Russian.
That might result in mapping the linguistic structure of English to other
languages, although this idea has yet to be proven through explainable
artificial intelligence methods. In the following section, a novel LLM
system based on the interview insights will be described. One of the
solutions is to use LLMs fine-tuned specifically for the Russian lan-
guage, such as Vikhr, GigaChat, or Saiga. However, the experiments
show that the problem of hallucinations cannot be solved completely, since
the generative mechanisms use stochastic processing in decision making,
which cause probabilistic inaccuracies, such as grammar handling errors.

Virtual teaching assistant

The qualitative analysis resulted in building a user interface for
the Virtual Teaching Assistant system, which uses LLMs to provide
closed-domain assistance in academic setting. Figure 1 shows the demo
version of the interface. The graphical interface supports English and
Russian languages. One of the primary ethical challenges in developing
an LLM-powered educational chatbot is minimizing the risk of plagia-
rism and cheating. To address this, an Al plagiarism checker function
was developed. The function was developed through the function-
calling mechanism, which is a novel LLM programming approach. The
function concatenates user data with a pre-defined prompt “Is this Al
generated?”. The LLM weights allow for zero-shot Al plagiarism de-
tection, since such models as OpenAl GPT-4 apply watermarks to the
generated content. Al watermark is a set of weights tuned for immediate
Al plagiarism detection. The watermark does not affect the quality of
Al response, however, it makes them easily detectable through populating
the model answer with words and collocations, which are not widespread
in human written content. The model response is formatted as a JSON
object containing on of the following model’s decisions: (1) “Decision 1:
This text is likely Al generated”; (2) "Decision 2: This text is likely
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human written”. The function is designed to compare LLM-generated
outputs with students' works. This function leverages plagiarism detec-
tion algorithms to identify similarities and discrepancies, helping edu-
cators trace potential artificial intelligence cheating.

Virtual Teaching Assistant

Select a prompt. B Type your message here m Check Plagiarism | select Guardrail

Select aprompt
Generate Assignment
Create lllustration
Adaptive Learning Tool

Fig. 1. Demo version of the Virtual Teaching Assistant user interface

The next stage of the study is guardrail development. Guardrails
are the safety controls for LLM outputs dictating the model its behavior.
The guardrails established in this study enforce discipline-specific
guidelines, ethical standards, and inclusive and accessibility education
principles. In general academic use, the guardrails lead the LLM to
generate inclusive content adaptive for various educational needs, as
well as culturally and socially diverse material.

For example, the guardrail for language learning practice in the
presets developed in this study is the following: “Use clear and accessible
language, particularly for audiences with varying levels of language
proficiency or learning difficulties”. The guardrails are concatenated
with user prompts, for example: “User prompt: [Create a lesson plan for
an inclusive classroom on the topic of climate change]. Guardrail: [En-
sure the language is clear and accessible, the content is original, and the
plan is sensitive to diverse cultural backgrounds]”.

The study suggests both guardrails and prompt templates in simpli-
fied language to assist users with learning difficulties. The templates are
designed for generating assignments, creating illustrations for learning
materials, and adapting content for different languages or difficulty levels.
For example, “Create a quiz with 10 questions, use [glossary], about
[topic], in [language]” is a prompt preset developed after the interview
analysis, which allows for generating diverse assignment tasks by set-
ting the variables [glossary], [topic], and [language].

The prompt presets presented in this study are adaptable to di-
verse educational needs, ensuring that students with learning difficulties

210



Paspabomka unmepgetica supmyanbHo2o accucmenma npenodagameis Ha OCHOGe
MexHON02Ull 8613064 DYHKYULL U UHIICEHEPUL UHCIPYKYULL O DOTLUUUX A3bIKOBbIX MoOenell

can receive relevant content. This approach promotes inclusivity and
enhances the accessibility of LLMs in education. The presented guard-
rails are customizable and provide a safe virtual educational environ-
ment. The developed user interface allows for tuning the system ac-
cording to the needs of both educators and students.

Discussion

In this section, the perspectives of the study will be overviewed.
In perspective, the proposed system should be reviewed according to
W3C Web Content Accessibility Guidelines (WCAG) [Caldwell, 2008].
The guidelines is a set of recommendations for accessible web develop-
ment. They cover the needs of individuals with various disabilities. For
instance, WCAG includes providing text alternatives for images that,
for example, can be reproduced by screen readers for people with visual
impairments.

Universal Design [Goldsmith, 2000] is another approach that will
be used for the system reviewing to ensure model accessibility. The
principles of Universal Design allows creating digital and physical
products, as well as environments that are both inclusive and aesthetic.
For example, the Universal Design strategies in application develop-
ment include customizable display settings, such as options to adjust
text size, contrast, and color schemes. Another example is using simpli-
fied and diverse language that avoids jargon and complex terms, making
the content accessible for students with varying levels of language pro-
ficiency and cognitive abilities. The system compatibility with assistive
technologies, such as screen readers, speech recognition software, and
alternative input devices is another aspect that should be resolved in the
proposed system.

The next critical aspect of the proposed virtual assistant is en-
hancing student engagement through both control and interaction. The
proposed user interface is designed to empower students by giving them
control over their learning, at the same time providing a plagiarism and
cheating checker that would motivate them to work independently, tailoring
their studies with their interests.

In perspective, various LLM-based means of gamification and in-
teractive elements will be explored. For example, the Virtual Teaching
Assistant can be enhanced with the ability to integrate such tools as
progress tracking features, quizzes generation, students discussions through
virtual assistant user interface, and multimodal content generation.
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By implementing WCAG and the principles of Universal Design the
proposed system can become an instrument providing students control
and interactive engagement in inclusive education setting.

Conclusion

The study addresses the need for a unified methodology for using
large language models (LLMs) in academic setting through developing
a user interface for a novel artificial intelligence system named Virtual
Teaching Assistant. A qualitative research, involving interviews and
prompt engineering experiments with 18 educators was conducted. The
research resulted in building a set of tools comprising prompt presets,
customizable guardrails for the educational environment, and a user
interface layout aiming to reduce plagiarism and cheating risks, enhancing
the student’s engagement, and providing accessibility.

The findings revealed that educators are increasingly interested
in using LLMs for tasks such as developing assessment materials,
adapting learning content, and creating educational illustrations. How-
ever, challenges such as hallucinations in generated content and the risk
of plagiarism were also highlighted. To mitigate the plagiarism and hal-
lucination issues, customizable guardrails and plagiarism checker tools
are proposed in the study. The checker compares the student text with
generated content and evaluates the probability of artificial intelligence
cheating.

The demo version of the Virtual Teaching Assistant uses Gradio
and Google Colab, although advanced user interface development is
planned. The study uses the principles of Universal Design and W3C
Web Content Accessibility Guidelines (WCAG). The proposed approach
ensures system accessibility, as well as studying material personalization
to engage and empower students. Future work will focus on refining the
system, incorporating more advanced features, and expanding its appli-
cability to a broader range of educational contexts.
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