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Annomayus. Ctarbsi IOCBSIIEHA JOOOYICHNIO W MIPUMEHEHUIO OOJBIION SI3BI-
koBoi Momermu Trma BERT st pernenms 3amaun knaccuuKanmy JINTEpaTypHBIX TEKCTOB
o xaHpaM. B kadecTBe MCTOYHMKA MaTepHana A CO3AaHus oOydaromieil BBIOOPKH
HCTIONB3YIOTCS (haH(UKITH-TIPOU3BEICHIS, BXOSIINE B PYCCKOS3BITHYIO 3JIEKTPOHHYIO
6a3y dandukmH, KoTopas HacuuThiBaeT Oonee 160 ThIc. TekcToB. Habop maHHBIX st
00yJeHHSI HEHPOCETEBOTO AITOPUTMA COACPXKUT (paH(PHUKITH-TEKCTHI, KaXIbIi U3 KOTO-
PBIX MIMEET OIHY M3 BOCBMH JKaHPOBBIX METOK WM Oonee. B craThe mpencraBieHbI
pe3yabTaThl anpodanuy U OHEHKH (G (GEKTUBHOCTH TPEX BEPCHH >KaHPOBOIO KIIACCH-
¢ukaropa (MHOrOMeTOYHAsI, MHOTOKJIACCOBAasl M OMHApHAs) KaK Ha MCXOMHBIX JaHHBIX,
TaKk ¥ Ha TECTOBOW BBIOOpKE XYHOXKECTBEHHOH nmTeparypbl. B xome mccienoBaHus
TakKe OBUTH COMOCTABJICHBI MOKA3aTeNMN KadeCcTBa KJIACCH(MKALUK JUIT TEKCTOB pas-
HBIX ’KaHPOB.

Kniouesvie cnosa: dpandukuin; xaHpoBast Kinaccu(rkamus, MaccoBas JIUTEpa-
Typa; BERT.

INomywena: 16.09.2024 [Mpunsra x megarn: 20.10.2024

! [TybnuKarys MOATOTOBICHA B PE3yIBTATE MPOBEICHHS HCCICIOBAHMS TIO TPO-
ekty «Tekcr kak Big Data: MmeTomb! 1 Mozern paboThI ¢ OONBIIMMU TEKCTOBBIMH JaHHBIMID) B
pamkax I[Iporpammel dyrnamenTanbHbIx ncenenosanmii HUY BIID B 2024 .
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Abstract. The article focuses on the fine-tuning and application of a large lan-
guage model based on BERT for genre classification of literary texts. The training data
for the neural network algorithm were created based on fanfiction works from a Rus-
sian-language fanfiction electronic database containing more than 160,000 texts. The
training dataset for the neural network algorithm contains fanfiction texts, each of
which is marked with one of eight genre labels or more. The article presents the results
of testing and evaluation of the effectiveness of three genre classifier versions (multi-
label, multi-class, and binary) on both the original dataset and a test sample of literary
fiction. The research also includes the comparison of classification quality values for
texts of different genres.
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BBenenune

3amaya ompeneNneHus KaHpa JIUTEpaTypHOro IMPOU3BENEHHUS Kak
OIHOH W3 €ro OCHOBOIOJATraloIINX XapaKTEPUCTHK Oblla M OCTaeTcs
aKTyaJbHOMU IO ceil AeHb. B HacToslee BpeMs BBUly BHYIIUTENBHBIX
00bEMOB TEKCTOB BCE Halle AJsl PElIeHHs 3TOW 3aJauyd MPUMEHSIOT
KOMITBIOTEpHBIE METOABI 00PaOOTKH €CTECTBEHHOTO SI3bIKA, B YACTHO-
CTH, TIyOOKHe HEHpOHHBIE CETH. BBIYMCIAWTENBHBIE METOABI, MO03BO-
JISIIOIIME UCCIIEAOBATh OOJBIINE TEKCTOBBIE MACCHUBBI, ITUPOKO UCTIONb-
3YIOTCSl JUId M3Y4YEHMs XYZOXECTBEHHOM JIMUTEpaTyphbl. JTOT MOIXOJ,
npeanoxeHublii @. MopeTTy, Ha3bIBalOT «JalbHUM YTeHHeM» (distant
reading) [Moretti, 2013]. IlpumepaMu HCHONB30BaHHUS KOMIIBIOTEPHBIX
METO/IOB JUIS KJacCU(pHUKAIMK XyJOXKECTBEHHBIX TEKCTOB CIIy>KaT HC-
cnenosanud C. I'yntel u 1ip., A. 'osna u 1. Bynnynypu, B.b. bapaxauna
u np., ILJL. HukomaeBa, K.B. Jlaryrunoii [Gupta, Agarwal, Jain, 2019;

! The paper was prepared within the framework of the Basic Research Program
at HSE University in 2024 (project “Text as big data: methods and models for working
with large textual data”).
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Goyal, Vuppuluri, 2022; AproMaTH3upoBaHHas Kiaccupukauus ...,
2017; Huxonaes, 2022; Lagutina, 2022]. AITOpUTMBI aBTOMATHIECKOM
XKaHPOBOU KiaccH(UKAIMK NPEACTAaBIIAIOT MHTEPEC HE TOJBKO C HC-
CJIEZIOBATENIbCKON, HO M MPUKJIAJHONW TOYKU 3PEHUS: OHH MOTYT OBITh
MPUMEHEHBI JIJIs KJIacCCU(UKAIMU TEKCTOB B DJIEKTPOHHBIX OMOIMOTE-
Kax, 0a3ax JaHHbBIX.

Opmnum u3 Hambosee >PpQEeKTUBHBIX WHCTPYMEHTOB Uil CO3/a-
HUS UQPOBOTO MPENCTABICHUS A3bIKa OCTAETCA HelpoceTeBasi MOJIENb
BERT, coznannas Ha ocHoBe apxuTekTypsl Transformer B 2019 r., K
TOMY JK€ OHa IMPENOCTaBISET BO3MOXHOCTh J000yueHus (fine-tuning)
Ha IIEJIEBBIX JAHHBIX IS pelieHus 3anaaun knaccudukanuu [BERT ...,
2019]. B paMkax HacTOSILIET0 UCCIEAOBAHMS IPUMEHSIETCS OCHOBaHHAs
Ha MHoros3ergHOM Mogenn BERT muctuiummpoBanHast Mopens rubert-
tiny2 ot paspaborunka Cointegrated, nmeromias 12 MIIH apaMeTpoB, 3 CKpbI-
THIX CJ10s1 1 12 TO7TOB BHMMaHUs' . JTa BepCHs MOJIEIN 00JIaaeT TAKUMH
MPEUMYIIECTBAMH, KaK BBICOKAsi CKOPOCTH OOYUEHHS U COMOCTaBUMAsI C
0a30BEIMH MOJICISIMH TIPOU3BOIUTEILHOCTh TIPU OTPAHUUYCHHBIX BEI-
YHCIUTENBFHBIX MOLIHOCTSIX, a TaKKe MMEET paclIMpeHHyro ¢ 512 mo
2048 TOKEHOB MaKCHUMAJIbHYIO JJIMHY BXOJHOM IMOCIEIOBATEIbHOCTH,
YTO MO3BOJNIsAET 00pabaThiBaTh OoNiee 0OOBEMHBIC TEKCTHI, B TOM YHCIIE
JUTEpaTypHEIE.

OtmeruM, 4TO B paMKaX HCCICAOBAaHUS PEIIASTCs 3ajaya aBTO-
MaTHYECKON Kiaccu(UKAIMK, KOTOPas COCTOUT B OTHECEHHH Ka)IIOr'0
JOKyMEHTa M3 KOJUIEKIIMU K OIMpeeNIeHHOMY KIIacCy ¢ 3apaHee W3BecT-
HBIMU [TapaMeTpamu [ABToMaTHuecKast 00padoTKa TEKCTOB ..., 2017, c. 11].
Boree Toro, 11 BBISIBIICHHUS ONITUMAIIBHOTO aJITOPUTMA COTTOCTABJISTFOTCS
TPH Pa3IUYHBIX THINA KIacCHPUKAUK: OunapHas (00bEKTHI pacmperne-
JSIOTCS MO JBYM HEMEPEeceKaroluMCsl KJlaccaM), MHO20KIACCo8as
(multi-class, MHOYXECTBEHHBIEC KJIACCHI 00YUAIOIIUX JaHHBIX HE Tepece-
KaloTcsl) U MHo2omemounas (multi-label, nomyckaer HamM4ne HECKOIb-
KHX TIEPECceKaroInXcsi METOK B paMKax ogHoro oobekra) [Empes, 2010,
c. 66; Multi-label classification ..., 2020].

MarepuaJ uccJIeJOBAHUSA
B kadecTBe Marepmana MCCIEIOBaHUS BBICTYNAaeT (aHQUKIIH —

OJIH W3 CaMbIX TOMYJSIPHBIX B OBICTPO Pa3BUBAIOIMXCS BUIOB CETEBON
MaccoBoil smtepatypbl [Coppa, 2006]. Ero mpumenenne o0ycIOBIEHO

! Rubert-tiny2 / HuggingFace. — URL: https:/huggingface.co/cointegrated/rubert-tiny?2
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OOIIMPHOCTBIO M pa3HOOOpa3reM CYLIECTBYIOUIMX TEKCTOB, HATHYHEM
KaHPOBOW pa3METKH W JIOCTYITHOCTBIO M3BNedeHus. Mcrounnkom oby-
YaOIUX JAHHBIX B HACTOSILEM HMCCIEIOBAHUM SIBISIETCS PYCCKOS3BIY-
Hasl DIIEKTpOHHas 0Oa3a (aH(UKIIH-TEKCTOB, BKIIOYAIOMIAs B ceds
160 986 TekcroB 00mmM obvemom 623 057 864 TOKEHOB W MeTalaH-
HBIE O HUX, KOTOpPBIE OBUIM AaBTOMATHYECKU W3BJICYCHBI C CAMOTO IOITY-
JISIPHOTO CHELUATM3UPOBAHHOTO (haH(PUKIIH-pecypca Ha PyCCKOM SI3bIKE
«Knura danduxos»' [Makcumenko, 2023]. Cpenu MeTaJaHHEIX BbIie-
JISieTCSl KaTeropusl ’KaHpoB, KOTOpasi MOCITY)KWIa KPUTEpPUEM paciipelie-
JICHUs1 TEKCTOB HA KJIACCHI.

daH(UKIIH OTINYAETCs OT APYTHX JUTEPaTyPHBIX (GOpPM B Tep-
BYIO O4epellb BTOPHYHOCTBIO IO OTHOLICHUIO K OPUTHHANY (KaHOHY), a
TaKXe TeM, YTO CO3JaeTcs B paMKax HHTEPIPETaTUBHBIX (PaHATCKUX
coobiects (¢pannomon) [[Tomosa, 2006; Coppa, 2006]. MoxHO yTBEpKIaTh,
910 (paH(UKIIH CYIMIECTBYET NapajuleIbHO KOHBEHIIMOHAIEHOMY JIUTE-
paTypHOMY MHUpY, OTHAKO B TO K€ BpeMs 00iaiaeT MHOTUMU CBOHCTBAMH
TEKCTOB MacCOBOM JHMTEpaTypbl, B YaCTHOCTH, >KaHpPHI (PaH(PHUKIIH BO
MHOTOM OITUPAIOTCS Ha TPAJAWLMOHHBIC JINTEPATypHBIE KaHPBI, PACILIH-
psaoT u nepeocMmbichsior ux [Camyrtuna, 2013, c. 151; Antununa,
2011]. XKanp B pamkax ¢peHomeHa (HaHPUKIIH MOXKHO ONPENETUTh KaK
TUMWYHYIO MOJENb MOCTPOCHHUS (PaHATCKUX TEKCTOB, OTPAXKAIOILYIO
o0mye 4epThl A TPYNIbl KOHKPETHBIX MPOHM3BEACHUI»: OCHOBHBIC
COOBITHS, CIOKETHBIC 3JIEMEHTHI, SMOLMOHAIBHYIO COCTaBIISIOLIYIO
[Kopobxko, 2015, c. 156].

Jnst 1ooOydeHHst MOJIeNU JKaHPOBOM KiacCH(PHUKALUN ObUIH BBI-
OpaHbl (haH-TEKCTBI, CONlEprKaIIMe XOTs Obl OHY U3 CIEAYIOIINX BOCEMU
METOK: Apama, (poHTe3u, MUCTHKA, SKIIH, (paHTACTHKA, Y)KACHI, AETEK-
TUB, TIPUKITIOYEHUS. J|aHHbIE KaHPOBbIE METKH OBUIM BHIOpPAaHBI BBUIY
BBICOKOH 4acTOTHOCTH cpear PpaH(UKIIH-TPOU3BENCHUN U OJIM30CTH K
KaHpaM, COCTaBIIIOLIMM <«OKaHPOBOE SIAPO» MACCOBOW JIUTEPaTyphl
[Kynuna, JlutoBckas, Hukonuna, 2009, c. 107]. Onucanue TemaTuyie-
CKHX TErOB BO MHOI'OM COOTBETCTBYET CXO)KUM >KaHpaM MacCOBOH JIH-
TepaTyphl IO COAEPKATEIbHBIM U CIOXKETHBIM 3JIEMEHTaM, B TO BpeMs
KaK CTPYKTypHas COCTaBIIAIONIAs TEKCTa HUKAK HE OrPaHUYHBACTCSL.

'C 9 mons 2024 r. pocrym k pecypey «Kmmra (anuxos» http:/ficbook.net
orpanndeH Ha Tepputopun Poccuiickoit deneparmu mo tpedoBanmio PockoMmuamzopa
mo cratee 15.1 ®enepansHoro 3akona ot 27.07.2006 Ne 149-03 «O6 mnbopmarmy,
MH()OPMAIMOHHBIX TEXHOJIIOTHAX U O 3aIUTe HHPOPMAIIII.
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IHoaroroBka o0y4amIuX JaTACETOB

JUts mocenyromero 1000y4eHuss MOJIEIM Ha OCHOBE HJIEKTPOHHOM
6a3bl ObUTO c(HhOPMHUPOBAHO TPHU AaTaceTa U3 (paH(UKITH-TEKCTOB: ATl MHO-
TOMETOYHOW, MHOIOKJIacCOBOM 1 OMHapHOM Knaccrukanyy (tadm. 1).

Tabnumna 1.
Onucanue Tpex JaTaceToB JUIsl pa3HBIX THITOB KiIacCU(UKAIIUU

Tum xnaccudukanuy | MHoromerodHast MHuoroxknaccoBast bunapnas
Kommgecrso kimaccoB | 8 8 2
Kommgectso texcroB | 42 145 25426 14702
Jpama 12 806 4171 -
OonTesn 8453 3649 7822
Mucruka 8541 2577 -

OKIH 7199 2740 -
®danTacTuKa 7113 3182 -

VYaxacsl 7030 2732 -
JlerexTun 7511 3143 6880
[Ipukmouenus 7031 3232 -
giffg:?;ig‘m{ax) 154 576 751 76 645 441 65039 114
el e

B nmatacere ayii MHOTOMETOYHOW KIacCU(PHKALUU Ka)XAbIH W3
TEKCTOB MMEET He MEHEEe OJHON M3 BOCBMHU YKa3aHHBIX >KaHPOBBIX Me-
TOK, JJISI MHOTOKJIACCOBOM KJIACCH(PHKALNU KaKABIA TEKCT OTMEUYeH
JUIIB OJHUM TETOM W3 INepedyrcleHHbIX. [ OuHapHOoi kimaccuduka-
UMY ObLIM BBIOpaHBI J1Ba JKaHpa, PEXKE BCEro MepeceKaroluecs B pam-
Kax (aH-paboT M HanboJiee pazHALINECS COAEPKATEIbHO: AETEKTHB U
¢onaTe3u. [lpu dopmupoBaHum AataceToB ObUIM YAalleHBl BBIOPOCH H
HepeleBaHTHBIC TOKYMEHTHI: ObUI MPOU3BEIECH OTOOP TEKCTOB MO AJIH-
He (ot 200 mo 10000 TOKeHOB), TakXKe U3 BBIOOPKH OBUIH MCKITIOYEHBI
TEKCTHI, OIHOBPEMEHHO OTHOCSIIMEcs 0ojee YeM K IIECTH >KaHpaM
W/WIH BKJIFOYAIOIINE OTPHIBKH Pa3HbIX KaHPOB, U CTUXOTBOPHBIE PA0OTHI.
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B nanGomnbeli BeIOOpKe oOliee KOJIMYECTBO JOKYMEHTOB COCTa-
BWIO 42 145 cymmapHBIM 00beMOM OKOJIO 154,5 MITH TOKCHOB, Ha KayKIbIi
KJlacc MpHUXOOUTCs Oomee ceMu ThIC. TekcToB. OObeM naTacera ajs
MHOTOKJIACCOBOW KJIACCU(MKAIIUU BIBOE MEHBIIE — OKOJIO 76,6 MITH
TOKEHOB, B HEro BXOIUT 25 426 tekctoB. [y OuHapHO# kinaccuduka-
WU OB OTOOpaHBI AETEKTUBHBIC M ()IHTE3U-TEKCTHI, KOTOPbIE OTHO-
CATCS TONBKO K OJHOMY M3 JBYX KIacCU(PHULIHMPYEMBIX >KaHPOB, HO MO-
I'yT OBITb OTMEYEHBI JIOOBIMH OPYTUMHU >KaHPOBBIMH Teramu. OOmuit
o0beM TpeThero nartacera coctaBmi 14 702 tekcra, 65 039 114 Toke-
HOB. [To mpuBeAEHHBIM AAHHBIM 3aMETHO, YTO TEKCTHI )KAHPOB «IETEK-
TUB» U «(IHTE3W» 3HAYUTENHFHO AJUHHEE B CPAaBHEHUU C OOIIMMHU
CPEIHUMH 3HAYECHUSIMH.

TeKcThl KaXIoro M3 JAaTaceroB ObUTH MpenoOpaboTaHbl ¢ MpH-
MeHeHHeM HHCTpyMeHToB makera NLTK' ciemyromum o6pasom: 6bina
MIpOBEZIEHa TOKEHU3aLMs, YAAJeHbl 3HAKHU MpENUHAHUA U CTOI-CJIOBA,
TEKCTHI OBIJIM MIPUBEACHBI K HIDKHEMY PETHCTPY.

JoobyueHne Moaeu AKaHPOBOM KiIaccupukanun

HoobOyuenne monmenu rubert-tiny2 1u1s *&aHpPOBOH Kiaccudurka-
MU TPOBOIWIOCH Ha S3bIKe MporpammupoBaHus Python B cpexe
Google Colaboratory (Colab)’ ¢ mpuMeHeHIEM HHCTPYMEHTOB OT pa3-
pa6orunkos HuggingFace®, Gubnuorex PyTorch® u Scikit-Learn®, npen-
Ha3HaYEHHBIX IS MAIIMHHOTO U TITyOOKoro o0ydenus. Bee TekcTb ObuH
TOKEHU3UPOBaHBl U TNPeoOpa3oBaHbl B AMOEAIUMHTH (BEKTOpHOE Ipen-
CTaBJICHHE) C MOMOIIBI0 BCTPOCHHOI'0 TOKeHM3aropa rubert-tiny2 s
MoJayy Ha BXOJ MOAeIH. MeTKH KiaccoB OBLIM TakKe IpeoOpa3oBaHbl
B LU(ppoBoii Ppopmart.

Jnst 1oo0y4eHus: BCEX THIIOB KIaCCH(HUKATOPOB HCIOIb30Ba-
JHUCh CIEAyIOIINe 3HaYCHUs THIlEpIapaMeTpoB, MOAOOpaHHBIE DKCIie-
PUMEHTAIBHBIM ITyTeM (IIOMCK TI0 CETKE):

— obyuaromiass BeiOopka 80% nanHbIX, BamumarpoHHas 10%,

tecroBas 10%;

— MaKCHMaJlbHasl JUIMHA BXOJIHOH IociieoBaTenbHoCcTH 2048;

' NLTK 3.8.1 Documentation — URL: https://www.nltk.org/

2 Google Colab — URL: https://colab.google/

? HuggingFace Documentation — URL: https://huggingface.co/docs

4 PyTorch 2.3 Documentation — URL: https://pytorch.org/docs/stable/index. html
3 Scikit-Learn 1.4.2. Documentation — URL: https:/scikit-learn. org/stable/index. html
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— pasmep Oatua §;

— KOJIMYECTBO BMOX 00ydeHus 4;

— koddduuurent ckopoctu o0ydenus (learning rate) 3e-5;

— omrumuzatop AdamW?;

— JIOJI UCKJIIOYEHHUs CITy4aiHbIX HeHpoHOoB (dropout) 0,1%.

Io pe3ynbTaTtam YeThIpeX 30X OOyUEHHS JTydluasi Bepcus Kaskaoi
u3 Mozeneil Obula ompeneneHa MO HauOombileMy 3HaueHHIO F1-meps
Ha BaJIMIAIIMOHHON BEIOOPKE.

Ouenka 3¢ GeKTUBHOCTH 1000y4eHHBIX MOeel

OLICHKa KadyCCTBa Knaccmbm(aunn npousBoOAWIaCh Ha TECTOBOI
BLI60pK€ C HCIIOJIB30BAHMEM MCTPUK TOYHOCTHU, MOJHOTHI U Fl—MepBI.
3HadcHHS MCTPUK OLCHKH Ka4YeCTBa I MOACIIN MHOT OMETOYHOM KJjlac-
CI/I(l)I/IKaLII/II/I MNpeaACTaBJICHbBL B Tabm. 2 (B,Z[CCI: u jgajec IOJY>KUPHBIM
H_IpI/I(l)TOM BBIICIICHBI HanOONBINNE 3HAUECHHUS ITOKA3aTeNCH 10 )KaHpaM).

Tabnuna 2.
3HaueHus MCTPHUK OLICHKH Ka4CCTBa
MHOI'OMETOYHOI'O KJ'IaCCI/I(bI/IKaTOpa

Kiace TounocTh [Tonuora F1-mepa
Jpama 0,64 0,43 0,52
doure3n 0,58 0,53 0,55
Mucruka 0,53 0,38 0,45
OKIIH 0,59 0,34 0,44
danracruka 0,76 0,51 0,61
Vkacel 0,64 0,53 0,58
JleTtexTuB 0,74 0,6 0,66
[Ipuxmrouenus 0,64 0,4 0,49
ngpo-ycpenHeHHe 0.64 0.46 0,53
(micro-average)
Makxpo-ycpegaenue 0.64 0.46 0,54
(macro-average)
B3B.eI_HCHHOG YCpEIHEHHE 0.64 0.46 0,53
(weighted average)
Bri6opouHoe ycpenHeHne 0.6 0.51 0,53
(samples average)
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KauecTBO MOJen MHOrOMETOYHOH KiIacCH(PUKALUK COCTaBIISET
B cpenHeM 53%, BMecTe ¢ TeM 3PQPEKTHBHOCTH ONpPEACICHHs Pa3HBIX
KJIaccoB paznuyaercs. Tak, TOUHEe BCEro MOAEND ONpEACNsieT TeKCThI
XKaHPOB «(aHTACTHKA» M «IETEKTHB», B TO XK€ BpeMs BBICOKHE 3Haue-
HUS TTOKA3aTeNs MOJHOTHI OTHOCSITCS K KIJIacCaM «Y»Kacbh» U «(paHTE3U».
OTH YeThIpe KaHpa MOXKHO OIpENeNUTh Kak 0ojiee KaueCTBEHHO KJlac-
cuduuupyemsbie (F-mepa Beile cpeHEro 3HaueHHs). 3HAUUTENBHO XYKe
PAcIO3HAIOTCS. MOAENBIO KAHPBI «IKILIHY», «MUCTHKA», «IIPUKIIOYCHU
U «Apamay.

[lepeiineM K paccMOTPEHHIO pE3YJIbTaTOB MHOTOKJIACCOBOM
knaccugukanuu (tabdmn. 3, puc. 1).

Tabnuna 3.
3HaueHus MCTPHUK OLICHKH KauCCTBa
MHOI'OKJIACCOBOI'O KJ'IaCCI/I(bI/IKaTOpa

Krace TouHocTh [Tonnora F1-mepa
Jlpama 0,65 0,68 0,66
DoHTE3N 0,55 0,63 0,59
Mucrtuka 0,46 0,29 0,36
OKIIH 0,45 0,45 0,45
danTacTuka 0,65 0,65 0,65
VYxacet 0,53 0,63 0,58
JlerexTun 0,72 0,72 0,72
[Ipuxsrouenus 0,52 0,48 0,5
Jlomst mpaBUIIBHBIX OTBETOB - - 0,58
(accuracy)
Makpo-ycpennenue 0,57 0,57 0,56
(macro-average)
BsB_emeHHoe YCpEIHEHHE 0.58 0.58 0.58
(weighted average)

B cpaBHEHNM ¢ MHOTOMETOUHBIM KIaCCH(PUKATOPOM KauecTBO MO-
JIeT TIOBBICUIIOCH, HO HE cylecTBeHHO: F-mepa cocrasmiser 0,58, uto Ha
0,05 Gompblue, ueM B peAbIAYILEM dKcrepuMente. Cpenu Hanbonee TOYHO
KITacCH(PUIMPYEMBIX JKaHPOB CHOBA BBIICIIOTCS «JIETEKTHB» U «(paHTa-
CTHKa», HO B OTJINYHME OT TICPBOI MOJIEITN 3HAYUTENHHO ((eKTUBHEE pac-
MO3HACTCS KaHP «IpamMay (3a CYeT MPUPOCTa IO MOKA3ATEI0 ITOTHOTHI).
HaunmMenee xaduecTBEHHO KIaCCH(PHUIMPYIOTCS KAHPBI «MUCTHKAY, «IKIITHY
U «IIPUKITIOYCHUSI», TPUYEM MUCTHUYSCKUE TEKCTHI BEPHO OMPEICISIOTCS B
CpeHEeM peKe, YeM B CITy4ae MHOIOMETOYHOMN KIIACCH(HKAIIH.
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Maxcumenxo I1LU.

MaTpuua ownbok

Opama

®smTEIN

MucTUKa

KWK

PanTacTika
Ywacel
leTekTis
Mpukniovers

Ipama  ®3HTe3M MACTUKa  SKWH GaHTacTUKa YKackl [leTekTBPUKAIOYEHNS
Predicted label

Puc. 1. Marpuna ommb0ok MHOTOKIACCOBOTO KiIacCH(pHKaTopa
Ha TECTOBOH BBIOOpPKE

PaccmorpuM kauecTBO OMHApHOM KiIacCUPHUKALWU IO >KaHpaM
¢doHTE3U U AeTekTHBa (Tadu. 4, puc. 2).

Tabnuna 4.

3HaucHUS MCTPHK OLICHKH Ka4CCTBa 6I/IHapHOFO KJ'IaCCI/I(bI/IKaTOpa

Kirace TouHoCTh [Tonnora F1-mepa
DoHTE3U 0,89 0,96 0,92
JlerexTus 0,95 0,87 0,9
Jlons mpaBHIIBHBEIX OTBETOB (accuracy) | — — 0,92
Makpo-ycpenHenue (macro-average) 0,92 0,91 0,91
BsB_emeHHoe YCpEIHEHHE 0,92 0,92 091
(weighted average)

KauectBo 5T0i1 Bepcuu Moaenu B cpenneM cocraBisier 91%, uro
CBUJICTEIILCTBYET O BO3MOXKHOCTH Pa3rpaHUYHMBATh TEKCTHI BRIOPAHHBIX
JKaHPOB C MHUHUMAJIBHOM aonedl omuOok. OTMETHM, YTO IS XKaHpa
«(aHTE3M» MMOIHOTA TIpeBbIIaeT ToUHOCTh Ha 0,07, B TO BpeMsl Kak Jyis
JKaHpa «ICTEKTHUBY» XapaKTepPHO O00paTHOE paclpelneicHUe 3HAUCHUH —
TOYHOCTH BhIe moaHOTHl Ha 0,08. YcpennenHoe 3HaueHue F-mepbl
JUTst (DIHTE3UMHBIX TEKCTOB Ha 2% OOIbIIIe, YeM /IS IETCKTUBHBIX.
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600

500

D3HTE3N

400

r 300

True label

r 200
DetekTve

r 100

D3HTE3U DeTexTus
Predicted label

Puc. 2. Marpuna omm6ok OrHapHOTro Kiaccu(uKaTopa Ha TECTOBOH BEIOOPKE

Takum 00pazom, Mojenu, T000yYeHHbBIC JJIT MHOTOMETOYHOU U
MHOTOKJIACCOBOW KJIaCCU(UKAIINH, TIOKAa3bIBAIOT COMIOCTABUMO HH3KUI
YpOBEHb KauecTBa, pudeM 3()(HEKTUBHOCTh Pa3HUTCS B 3aBHCUMOCTH
OT KOHKPETHOTO XaHpa. Moelnb [isi OMHApHO# KiIacCU(pHKaIU JOCTH-
raer kadectBa Oomee 90%. OrneHKa TPOW3BOTUTEIHLHOCTH MOJCICH
MOATBEPKIACT 3aBUCUMOCTh KaueCTBa KJIaCCU(UKAIIUN OT KOJIMYECTBa
KJIACCOB: C YBEIMYEHUEM YHCIIa TErOB MOBBIIIACTCS CIOXKHOCTh pellie-
Hus 3a71aun [Moral, Nowaczyk, Pashami, 2022].

AnpoOanusi MOAeJIM HA TeCTOBOM BBIOOpKe
XY/10KeCTBEHHOM JINTEepaTyphl

JooOy4eHHbIe BEpCHH MOAEIH TaKke ObUTH arpoOMpOBaHBI Ha
MaTepHajie MacCOBOM XYAOKECTBEHHOW JINTEPAaTyphl, B YACTHOCTH Ha
TEKCTaxX pPAaccKa3oB, OTPBIBKAX IIOBECTE M pPOMAHOB JIETEKTUBHOTO,
(haHTaCTHUYECKOT0, IPUKIIOUCHIECKOr0 U Ipyrux >kanpos. [Ipoussene-
HUS Ui anpobanuu ObUIM BBIOPAHBI C YYETOM HYETKOTO OTHECEHHsS K
JKaHpy, MOMYJISPHOCTH aBTOpa W/WIIM TeKCTa u o0ero oobema (IIOMCK
OCYIIECTBIISIICS IO 3alPOCy JTYYIIUX KJIACCHYECKUX MM COBPEMEHHBIX
MPOU3BEACHUI TOTO WJIM MHOTO JKaHpa), IPUYEM MPU PACXOXKICHHSX B
OTIpefeNieHnH JKaHpa MPennoYTeHHe OTJaBaloCh TEKCTaM, MOIXOIUB-
MM TIOf, ONMCAHKE >KAaHPOBOM METKM MMEHHO B paMKax (aH(HKIIH
(mampumep, «apamay). Takum obpa3om, Obl1a CHOpMUpPOBaHA TECTOBAS
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Maxcumenxo I1LU.

BbIOOpKa 13 40 JOKYMEHTOB, I/ie Ha KXl U3 IPEICTaBICHHBIX JKaH-
POB MpHUXOAMUTCS TATH TekcToB (Tabn. 5). TectupoBaHme OMHAPHOTO
KJaccu(uKaTopa Ha JECATH TEKCTaX JKaHPOB «IECTEKTHBY» U «(PIHTE3N
Moka3ao 0e30IMO0UHBIN Pe3yabTaT: BCE OOBEKTHI ABYX KJIaccoB ObUIN
olpenieneHbl MoAieblo BepHo, F1-mepa coctaBuia 1,0.

B cBoro ouepenp, MpOM3BOANTENBHOCTE MHOTOKIIACCOBOH M MHOTO-
METOYHON MoJieNy OblIa CYILeCTBEHHO HKe. [Ipenckazanus AByX Kilaccu-
(DMKATOPOB IPEICTABICHHI B TA0M. 5 (IPOYEPKOM OTMEUEHBI TEKCTBI, IS
KOTOPBIX MOZENb He MpecKas3aia HA OJHOTO MOJIOKHUTEILHOrO KIacca).

Tabnuna 5.

[Ipencka3anuss MHOTOMETOYHOTO M MHOTOKJIACCOBOTO KiTacCH(pHKaTopa
Ha MaTepHaJle Xy10>)KECTBEHHON JIUTEPaTyPhbI

Ipeackasanue
Mpeackasanue pea
MHOIOKJIacCco-
HazBanue ABTOp Kaunp MHOIOMeTO4HOro
BOI'0 KJIACCH-
KiIaccupukaropa
¢ukaropa
CepebpsiHblit A.K. loiin JleTekTun JleTekTun JleTekTun
Taitna romy6oii Ba3sl A. Kpucru JleTektus Mucruka JleTekTus
Tpu BcagHuKa H3
p . I' K. Yecrepron Jletextus OKIIH OKIIH
«Anoxamumncuca»
VYo6uiicTBo Ha ynue
Yo 2. A. Tlo JleTekTun ®danTacTuka ®danTacTuka
Mopr
JInmyaka st Myx JI. Xommer JleTexTuB JleTexTuB JleTexTuB
Kysuen u3 bomsmioro
Jix. P.P. Tonkuen DoHTE3N DoHTE3N DoHTE3N
Byrrona
ITyremecrBue Kopoms Jlopn ancenu douTe3n ®ouTe3n ®ouTe3n
Heuro Gonbiee A. CankoBckuit DonTE3U Vikacht Vikacht
Jlyparkoe 3aganue JIx. AGepkpombu ®ouTe3n ®ouTe3n ®ouTe3n
TosenuTens I'opHoit .
H. T'eiiman douTe3n Mructuka, 1eTeKTHB Mucruka
JIOJTMHBL
Tony6u u3 ama P.W. ToBapn Vaxacel MucrrKa, yKacsl Vaxacel
Kiranaronme 3y6nt C. Kunr Vaxacer Vaxacer Vaxacer
308 Ktynxy I'.®. JlaBkpadpt Vaxacel MucrrKa, yKacsl Mucruka
ITumet J1. JromMopbe Vaxacel MucrrKa, y:Kacsl Vaxacel
Tlonnounbli MOE31 ©
A K. Bapxep Vaxacel MucrrKka, 1eTeKTHB JleTextus
MSICOM
Illects cimuex A. n b. Ctpyraukune dantacruka | Pantactuka JleTextus
Po66u A. A3umoB Qanractuka | daHTacTHKA QdanTtacTuKa
Uynosume A.B. Borr danracruka danracTuka danracruka
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IIpeackasanue
Mpeackasanue pea
MHOTI'OKJIaCcCo-
HazBanue ABTOp Kaunp MHOrOMeTO4HOro
BOI0 KJIACCH-
KiIaccupukaropa
¢ukaropa
Koe-uro 3agapom P. lllexmm danracruka danracTuka danracTuka
TpeTbs sxcre UL P. Bpanbepu danracruka danracTuka danracTuka
MBI ¢ MOelt TeHBIO D.0. Paccen Mucruka Vaxacel Vaxacel
He cnemy C. JIyKbsSiHEHKO Mucruka — danTacTuka
Buit H. B. T'orons Mucruka ®ouTe3n douTe3n
IIpuspak xBaxmaroro
PH3paK ABaL JIx. Xumn Muctuka Vikachl Vikachl
BEKa
HeonsitHoe
I'. Yonne Mucruka Mucruka Mucruka
MIPUBHICHHE
Ipuxmo-
T'onxu Jx. Jlongon P [Ipukmouenus IIpuxmouenus
YECHUS
IIpuxmo-
Kosapras kopobka Jix. lappenn '{epHI/[Sl [Ipuxmouenus [Ipuxmouenus
ToBects 06 aHrmHii-
Ipuxmo-
CKOM JTOKTOpE U P.JI. CtuBeHCcOH - — danracTuka
JIOPOXKHOM CYHJYKE
Ipuxmo- OKIIH, TPUKI0Ye-
«Kartu Capx» . Edppemon P »TIP! IpuxmoueHus
YEeHUS HUS
Ipuxmo-
Cro BepcT 1o peke A. 'pun '{epHI/[Sl [Ipukmouenus [Ipuxmouenus
Peirapu yOooHHBIX
HOBOCTeH n3 Tpeiln- K. Caitmax DKIIH DKIIH, IETEKTHB DKIIH
Cutu
YT0 30710TO JIeNIaeT C
i JI. Jlamyp OKIIH [Ipukmouenus [Ipuxmouenus
YEJIOBEKOM
CIUCOK TMKBUALANA Jlx. Kapp DKIIH DKIIH DKIIH
M. Ceménona,
Te xe u CxyHC E. IlepexBanbckas, OKuH Ipuxmovenus Ipuxmovenus
B. Bocko6oitHNKOB
Kpux apssona V.Cmur DKIIH DKIIH DKIIH
T'opmocts 1
PX JIx. Ocren Jpama Jlpama, TeTeKTHB JleTexTuB
npenyoeKIeHne
Jlyamree Bo MHE H. Cnapke Jpama danTacTuka IIpuxmouenus
doHTE3H, MPUKITIO-
Jlopua Jlyn P.J1. basxkmop Jpama - TIP! IIpukmouenus
YEeHUS
Hcropus mo6Bu 9. Curn Jpama JleTekTun JleTekTun
Banentaitn 2. Varmop Jpama Jpama, oKImH OKIIH

MuoroMmerouHas MOACIb HauboJIee TOUYHO KnaccncbnunpOBana
JKaHPbL <<(1)aHTaCTI/IKa», «YyKaCbD» U «IIPUKITHOYCHUA», a MHOT'OKJIACCO-
Basg MOJCIb — (IIPUKIIOYCHUA» U (((baHTaCTI/IKy». HeCMOTpH Ha BBICO-
KHC IIOKAa3aTC/IM KauCCTBa pacCllO3HABAaHUA JACTCKTHBHBLIX TCKCTOB Ha
9Tale KpocCC-Bajluaallny, MHOTOMCTOYHAA MOJCJIbL BCPHO ONpCAC/Iniia
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Maxcumenxo I1LU.

BCEro JBa U3 MATH MPOMU3BEACHUIN 3TOTO XKaHpa Npu anpodannuu. MHoO-
TOKJIaccoBas MOZEIb NMPOAEMOHCTPUPOBAJIA HYJNEBYIO TOYHOCTH MpPHU
KJaccu(uKaliK XKaHpa «IpaMay — 3Ta MeTKa He Oblia MpPHCBOCHA HU
OIHOMY U3 TeKcToB. Kitacc «MucTrka» ObII mpenckazan 00eMMu MoJie-
JSIMH Kpaiine Hea(pdeKTuBHO.

MOXHO yTBEp>KAaTh, YTO MHOTOMETOYHBIN Kiaccu(uKaTop Je-
MOHCTPHpPYET 00Jiee BRICOKYIO 3(D(DEKTUBHOCTh Ha TECTOBOM BHIOOPKE B
CpaBHEHHU C MHOTOKJIACCOBOW MOJENBIO, TaK KakK o0JagaeT mpeumy-
IIECTBOM — BO3MOXXHOCTBIO OTHECTH TEKCT OJHOBPEMEHHO K HECKOIb-
KHUM KJIaccaM, YTO MOBBIIIAET BEPOSTHOCTh MOMAJaHuUs B BEPHYIO METKY.
Tak, npu yuere ykazaHus Ha (PaKTHUECKUN KJIACC BHE 3aBUCHMOCTH OT
KOJTMYECTBa MPEICKa3aHHBIX KJIaCCOB MHOTOMETOYHAS MOJENb JTOCTH-
raet To4yHocTd B 60%, B TO BpeMsi KaKk MHOTIOKJIaccoBas MOAETb —
52,5%. Tem He MeHee Ba)KHO OTMETUTBH, UTO IIPOTHO3BI MOJIENEH UMEIOT
BBICOKYIO COTJIACOBAaHHOCTh — MPEACKa3aHUsl HE MMEIOT MepecedcHHi
TOJBKO B IATH cinydasx u3 40, B OBYX M3 KOTOPBIX MHOTOMETOYHBIN
KJaccu(uKaTop He OTHEC TEKCT HU K OJJHOMY M3 KiaccoB. [lomyueHnsle
JaHHBIC TAK)KE YKa3bIBAIOT Ha TO, YTO METKH, NPEICKa3aHHbIE MOJIEIBIO
JUIL OMHOTO TEKCTa, 3a4acTyl0 OKa3bIBAIOTCSl CMEKHBIMU WM TEMaTH-
YEeCKU CBS3aHHBIMH (MHCTHKA W yXAacbl, MUCTUKA M JETEKTHB, OKIIH U
MPUKITIOUYEHHS, (PIHTE3U U MPUKITIOUCHNUS).

Ha ocHoBe mpuBeIeHHBIX JTaHHBIX MOXKHO CIEaTh BHIBOX O Iie-
J1ecO00pa3HOCTH MPUMEHEHUSI MHOTOMETOYHOTO THIIA KiacCu(pUKANN
MIPU ONPEACTICHNH JKaHpPa TEKCTa KOMITbIOTEPHBIMU METOJaMH.

3ak10ueHne

B pamkax uccrnenoBanus Ha Matepuaie GaHQUKIIH-TEKCTOB ObLIH
000YyYeHBI TPH BEPCHHU XKaHpoBoro kiaccudukaropa. [lo pezynbratam
OLIGHKH KauecTBa CaMylO BBICOKYIO MPOU3BOAUTEIBHOCTD ITOKa3ana Mo-
Jenb OMHApHOKM Kiiaccu(UKaLUW IS KAHPOB «(PIHTE3W» U «IIETEKTHBY, B
TO BpeMs KaK MHOTOKJIACCOBasi © MHOTOMETOUYHAs Kiaccu(puKauuu 1mo
BOCBMH JKaHpaM CyliecTBeHHO MeHee 3¢ dextuBHbl. KadecTBo mpen-
CKa3aHWI MHOTOKJIACCOBOIO KJIACCU(HUKATOPA B CPEAHEM HE3HAUUTENHEHO
BBIIIE, OTHAKO, OCHOBBHIBASACH HA JAHHBIX, MONYYEHHBIX B XOJ€ anpoda-
UM, IPUMEHEHNE MOJENH C TIEPECEKAIOIMMUCS KIIacCaMH IPeICTaBIIs-
€TCSl pelIeBaHTHBIM B CIIydae COBMEILEHUSI HECKOJbKHUX JKaHPOB B paM-
Kax ogHoro Tekcra. K ToMmy ke, MHOrOMETOYHasi MOJelIb MPUMEHUMA K
COBpPEMEHHBIM (opMaM CeTeBOM JUTepaTyphl (BKIouas (paHUKIIH),
KOTOPBIM IIPHCYIIA KaHpoBast KoHBepreHuus [Jlebenera, 2015].
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Huskuii ypoBeHb NPOM3BOAMTENBHOCTH KiIAaCCH()UKATOPOB MHO-
KECTBEHHOTO THUIA MOXXHO OOBSCHHUTH Pa3HOPOJHOCTBHIO OOyUaIOMINX
JaHHBIX: (paH(UKIIH-TEKCTHI CYIIECTBEHHO OTIMYAIOTCS HE TOJBKO MO
00beMy M JIGKCHYECKOMY HAIOJIHEHHUIO, HO U 1o (dopmary, Gpanaomy,
perituary. Kpome Toro, Henb3si HCKIIOYAaTh HaJMYME B JaTaceTax mpo-
W3BEACHUI HU3KOTO KadyecTBa U padoT, Uil KOTOPHIX HEBEPHO Ompere-
JICHBI ’KaHPOBBIE METKHU. [lepeunciieHHble TPUYMHBI MOTYT CYIIECTBEHHO
YCIOXKHSTD 3aJauy KIacCU(UKaLUN H, KaK CIEICTBUE, OKa3bIBaTh HE-
raTUBHOE BIUSHIE HAa 3P PEKTUBHOCTH MOJIEIH.

B oTHomeHnn kaudecTBa KiaccU(UKAIUK OTIEIBHBIX >KAaHPOB
HaO0JI0AaI0TCs yCTOWYMBEIE TEHACHLIUU: 00Jiee YCIEIHO PaCcIO3HAIOTCS
KaHPBI «JICTEKTUB», «(DaHTACTHKA», «yXKachbl», B TO BpeMsl Kak HauOOJb-
ee KOJMYECTBO OMIMOOK 00€ BEPCHM MOJIENHN COBEPIIAIOT MPH KJIACCH-
(UKaLUK KAaHPOB «MUCTHKA», «OKILHY, «[IPUKITIOUeHUs». JKaHp «1apamay
KJaccu(UIUPyeTcss MHOTOKJIACCOBOM MOJENBIO 3HAYUTENBHO 3(deK-
THUBHEE, YeM MHOTOMETOYHOM.

B kxadecTBe mepcHeKTHB HACTOALIETO MCCIEIOBAHUS MOXKHO BBI-
JEeTUTh paclIMpeHne dEKTPOHHOU 0a3bl haH(UKIIH KU BBeneHHE Oojee
CTPOTHX KpHUTEpUEB OTOOpa TEKCTOB AJs (POPMHPOBAHUS IaTaceToB,
WCTIOJIb30BaHUE TEXHHK ONTHUMM3AIMU Ui TIOBBIIICHHUS] TPOU3BOIM-
TEBHOCTHU MONYYeHHBIX MOJeJIeH, TPUMEHEHHE APYTUX CYIIECTBYIOIINX
METOJOB 1 AJITOPUTMOB aBTOMATHIECKON KJIaCCU(HUKALIH TEKCTOB.

Cnucok JiMTepaTypsbl

ABTOMAaTH3UPOBAHHAsI KIACCH(UKAIMS PYCCKUX MOITHIECKHX TEKCTOB IO XaHpaM U
crunsaMm / Bapaxaun B.B., Koxemsxuna O.1O., ITactymkos U.C., PerakoBa E.B. //
Bectaux HoBocubupckoro rocynapcrsenHoro yH-ta. Cepusi: JIMHTBUCTHKA U MEX-
KynabTypHast KoMmyHHKamust. —2017. — T. 15. — Ne 3. — C. 13-23.

ABToMaTmueckas 00paboTKa TEKCTOB Ha €CTECTBCHHOM S3BIKE W aHAIW3 IaHHBIX /
Bonpmakosa E.U., Bopornos K.B., Edpemosa H.O., Kmpmmuackuit 3.C., Jlykame-
Bud H.B., Canun A.C. — Mocksa : Uzn-s80 HY BIIID, 2017. — C. 7-30.

Anmununa FO.B. YKanpoBsle 0coOeHHOCTH (haHATCKOH TPO3bI (Ha mprMepe paHdukIieHa
o TBopuecTBy OparbeB Crpyrankux) // Becrauk Yenl'Y. —2011. — Ne 13. — C. 21-25.

Enpes A.C. ABToMaTH4ecKast KJIacCu(HKaIHI TEKCTOBBIX JOKyMEHTOB // MaTemarude-
CKHe CTPYKTYphl 1 MofenupoBanue. —2010. — Nel(21). — C. 65-81.

Kopobxo M.A. YKaup B aH(UKIIH: 3aKOHOMEPHOCTH HCIIOIB30BaHMS (Ha MaTepHaIax
¢dangomoB «lllepmoky», «Mepauny, «CBepxbecTecTBEHHOEY) // Yaensie 3anucku Op-
JIOBCKOTO TOCcyqapcTBeHHOro yHuBepcureTa. — 2015, — Ne 6(69). — C. 154-157.

Kynuna HA., Jlumoeckaa M.A., Huxonuna HA. MaccoBas nureparypa CErofHsa. —
Mocksa: ®nuaTta: Hayka, 2009. — 424 c.

197


http://ficbook.net/

Maxcumenxo I1LU.

Jlebeoesa M.H. O nprudmHax CI0KETHOH PeIyKINH B CBEPXKPATKUX pacckasax // BecTHuk
Tsepckoro rocynapcrsernoro yausepcurera. Cepust: @umonormst. — 2015. — Ne 3. —
C. 308-312.

Maxkcumenxo I1. 1. Pycckos3praHast 2eKTpoHHas 6a3a (paHHUKITH-TEKCTOB: IPUHIAIIBI
CO3IaHMS U aHAJIM3 METaJaHHbIX // IHpOpMaMOHHbIE TEXHOIOTNH B TYMaHHTapPHBIX
HCCIICIOBAHISIX: MaTepHaANIBl MEXKAyHap. Hayd.-lipakT. koH(., KpacHospck, 25-28
cenTsi0ps 2023 r. — Kpacnosipck: COVY, 2023. — C. 151-159.

Huxonaes I1.JI. Knaccuduxarys KHAT 110 JXKaHpPaM HAa OCHOBE TEKCTOBBIX ONMCAHHI
MOCPEACTBOM TiyOokoro obydenus // International Journal of Open Information
Technologies. —2022. — T. 10. — Ne 1. — C. 36-40.

Tlonosa C.H. TlpousBenennst «paHGUKIIH» Kak OCOOBINH BHJ BTOPHUIHBIX TEKCTOB //
SI3BIKM B COBPEMEHHOM MHpE: MaTepHanbl V MEXIyHapoxHOH KoH(pepeHImH. — Mo-
ckBa : K1Y, 2006. — C. 585-589.

Camymuna H. Bemikue auTaTenbHUNBE: (haHOUKITH Kak (JopMa JIUTEpaTypHOro OmbITa //
Commonornyeckoe obozperne. —2013. — T. 12. — Ne 3. — C. 137-191.

BERT: pre-training of Deep Bidirectional Transformers for language understanding /
Devlin J., Chang M., Lee K., Toutanova, K. // Proceedings of the 2019 Conference of
the North American Chapter of the Association for Computational Linguistics: Hu-
man Language Technologies. —2019. — Vol. 1. —P. 4171-4186.

Coppa F. A Brief history of media fandom // Fan Fiction and Fan Communities in the
Age of the Internet / ed. by: K. Busse and K. Hellekson. — Jefferson: McFarland,
2006. — P. 41-60.

Goyal A., Vuppuluri P. Statistical and deep learning approaches for literary genre classifi-
cation // Advances in Data and Information Sciences. —2022. — Vol. 318. — P. 297-305.

Gupta S., Agarwal M., Jain S. Automated genre classification of books using Machine
Learning and Natural Language Processing // Proceedings of the 2019 9th Interna-
tional Conference on Cloud Computing, Data Science & Engineering (Confluence). —
2019. - P. 269-272.

Lagutina K. Classification of Russian texts by genres based on Modermn Embeddings and
Rhythm // Modeling and Analysis of Information Systems. —2022. — Vol. 29. — P. 334-347.

Moral P.D., Nowaczyk S., Pashami S. Why is multiclass classification hard? // IEEE
Access. —2022. — Vol. 10. — P. 80448-80462.

Moretti F. Distant reading. — London ; New York : Verso Books, 2013.

Multi-label classification of text documents using deep learning / Mohammed H.H.,
Dogdu E., Gorur A.K., Choupani R. // 2020 IEEE International Conference on Big
Data (Big Data). — 2020. — P. 4681-4689.

References

Barahnin, V.B., Kozhemjakina, O.Ju., Pastushkov, LS., Rychkova, E.V. (2017). Av-
tomatizirovannaja klassifikatsija russkih pojeticheskih tekstov po zhanram i stiljam.
Vestn. Novosib. gos. un-ta. Serija: Lingvistika i mezhkul turnaja kommunikatsija,
15(3), 13-23.

Bolshakova, E.I, Vorontsov, K.V., Efremova, N.Je., Klyshinskij, Je.S., Lukashe-
vich, N.V., Sapin, A.S. (2017). In: Avtomaticheskaja obrabotka tekstov na estestven-
nom jazyke i analiz dannyh, pp. 7-30. Moscow: Izd-vo NIU Vshle.

198



JKanposas knaccugpuxayus 1umepamypHwix meKCmoa ¢ npumeHeHuem
Hetipocemegbix Memo0os (Ha Mamepuaine pyccKOA3bIYHOU 2NeKMPOHHOU Oa3bl panghukiLit)

Antipina, Ju.V. (2011). Zhanrovye osobennosti fanatskoj prozy (na primere fanfikshena
po tvorchestvu brat’ev Strugackih). Vestnik ChelGU, 13, 21-25.

Eprev, A.S. (2010). Avtomaticheskaja klassifikatsija tekstovyh dokumentov. Mate-
maticheskie struktury i modelirovanie, 1(21), 65-81.

Korobko, M.A. (2015). Zhanr v fanfikshn: zakonomernosti ispolzovanija (na materialah
fandomov “Sherlok”, “Merlin”, “Sverhestestvennoe”). Uchenye zapiski Orlovskogo
gosudarstvennogo universiteta, 6(69), 154—157.

Kupina, N.A,, Litovskaja, M. A., Nikolina, N.A. (2009). Massovaja literatura segodnja.
Moscow: Flinta, Nauka.

Lebedeva, M.N. (2015). O prichinah sjuzhetnoj reduktsii v sverhkratkih rasskazah.
Vestnik Tverskogo gosudarstvennogo universiteta. Serija: Filologija, 3, 308-312.

Maksimenko, P.I. (2023). Russkojazychnaja jelektronnaja baza fanfikshn-tekstov: prin-
tsipy sozdanija i analiz metadannyh. In: Informacionnye tehnologii v gumanitarnyh
issledovanijah, pp. 151-159. Krasnoyarsk: SFU.

Nikolaev, P.L. (2022). Klassifikatsija knig po zhanram na osnove tekstovyh opisanij
posredstvom glubokogo obuchenija. International Journal of Open Information
Technologies, 10(1), 36-40.

Popova, S.N. (2006). Proizvedenija “fanfikshn” kak osobyj vid vtorichnyh tekstov. In
Jazyki v sovremennom mire, pp. 585-589. Moscow: KDU.

Samutina, N. (2013). Velikie chitatelnitsy: fanfikshn kak forma literaturnogo opyta.
Sotsiologicheskoe obozrenie, 12(3), 137-191.

Devlin, J., Chang, M., Lee, K., Toutanova, K. (2019). BERT: pre-training of Deep
Bidirectional Transformers for language understanding. In Proceedings of the 2019
Conference of the North American Chapter of the Association for Computational
Linguistics: Human Language Technologies, 1, 4171-4186.

Coppa, F. (2006). A brief history of media fandom. In Busse, K., Hellekson, K. (eds.) Fan
Fiction and Fan Communities in the Age of the Internet, pp. 41-60. Jefferson: McFarland.

Goyal, A., Vuppuluri, P. (2022). Statistical and Deep Learning Approaches for literary
genre classification. Advances in Data and Information Sciences, 318, 297-305.

Gupta, S., Agarwal, M., Jain, S. (2019). Automated genre classification of books using
machine learning and natural language processing. In Proceedings of the 2019 9th In-
ternational Conference on Cloud Computing, Data Science & Engineering (Conflu-
ence), pp. 269-272.

Lagutina, K. (2022). Classification of Russian texts by genres based on modern embed-
dings and rhythm. Modeling and Analysis of Information Systems, 29, 334-347.

Moral, P.D., Nowaczyk, S., Pashami, S. (2022). Why is multiclass classification hard?
IEEE Access, 10, 80448-80462.

Moretti, F. (2013). Distant reading. London; New York: Verso Books.

Mohammed, H.H., Dogdu, E., Gorur, A.K., Choupani, R. (2020). Multi-label classifica-
tion of text documents using deep learning. In 2020 IEEE International Conference
on Big Data (Big Data), pp. 4681-46809.

199



Maxcumenxo I1LU.

006 agmope

Maxcumenko Ilonuna Heopesna — craxep-uccienosareis Jlaboparopuu
SI3BIKOBOM KOHBEPreHIMH, HalmoHa bHBIH HCCIeN0BaTeIbCKHI YHUBEPCHUTET
«Beicmast mxorna 3koHOMUK, Poccrst, CankT-IlerepOypr, p.maksimenko@hse.ru

About the author

Maksimenko Polina Igorevna — Intern Researcher, Language Conver-
gence Laboratory, National Research University Higher School of Economics,
Russia, Saint-Petersburg, p.maksimenko@hse.ru





