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Annomayus. B cratee mpemroxkeHa (QyHKIMOHAJIBHAS CXEMa aBTOMATH3ALUN
OLICHKH TEXHUYECKNX KOMIETECHINH COTPYAHHUKOB IT-KOMIaHmy ¢ MpHMEHEHHEM MO-
JIeNT AaBTOMATHIECKON IIPOBEPKH OTBETOB HAa BOMPOCH! TECTAa TEXHUIECKOrO aCCECMEHTa
OTKPBITOro TUMa. [l MONydIEeHUs 3TaJIOHHOTO OTBETa HAa BOIIPOC TECTA HMCIOIb3YETCS
reHepanus ¢ MOAAEPKKOM HaliIcHHOH peleBaHTHOM MH(popManuu Ha 0a3ze OOIbIIOHN
si3p1k0BOM Monenu GPT-4o. [lamee HelipoceTeBass MOIENb OCYIIECTBIISICT OIEHKY KOM-
MIETEHINH TTOCPEACTBOM CPAaBHEHHUSI OTBETOB IIOJIB30BATEICH C ATATIOHHBIMU OTBETAMH;
BCE OTBETHI NPEIBAPUTEIIHFHO BEKTOPH3YIOTCS C MPUMEHEHHEM NPEnoOydeHHOH PyCCKO-
si3praHON Mozmenu FastText. Pa3paOoranHast Momenb CpaBHEHHSI OTBETOB BEHINTOJIHEHA B
(dbopMe cHaMCKOM HEWpOCceTH, MOCTPOCHHOW Ha 0a3e MHOTOCIOWHOrO MEepIEeNTPOHa,
KOTOpasi Ha BBIXOJIE IMEET HEHPOH-PETpeccop, MpeACKa3bIBAIOIINI 3HAUEHHSI B THATIa-
30H€e OT 1 1o 10. OKcnepuMeHTaIbHAs YacTh WCCIICAOBAHMS IPOBOIIIIACH HA Habope
JTAaHHBIX, BKJIIOYAIOIIEM ITapbl BOIIPOCOB M OTBETOB TE€CTAa TEXHUIECKUX KOMIECTCHIIUMH,
OLICHEHHBIX JKCIIEpTaMu. Pe3ynbTaThl IMOKaszaly, 9TO KadecTBO MOJEIH MO METpUKe
cpenuexBagparnuHoi ommbOku (MSE) Ha TecroBoii BeiOOpke coctaBmio 0,036, dro
CBHJICTEJIECTBYET O BEICOKOW KOPPEISIUK MEXKTY OLEHKAMH MOJAEIH M SKCIIEPTHHIMHU
oneHkamu. Pa3paboranHast Mozens U (yHKIMOHATIBHASI CX€Ma aBTOMATH3aII TEXHIYIe-
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CKOT'0 aCCeCMEHTa MOTYT CITOCOOCTBOBATh ONTHMH3AIMH TPOIIECCOB PEKPYTHHTa U MOHU-
TOPHHTA KOMIIETCHIINI COTPYIHUKOB, a TaKkKe Ooiee TITyOOKOMY MMOHUMAHUIO HX pealb-
HBIX 3HAHUH ¥ HABBIKOB B KOHTEKCTE OBICTPO MEHSFOIIUXCS TEXHOMOTHHL.

Kurouesvie crosa: Tpanchopmep; TeHepaTUBHAS HEHPOCETh; OONBIIHE S3BIKO-
Beie Monenu; GPT-40; cmaMckas HEHpOCeTh; MHOTOCIIONHBIN MEPIENTPOH; TEXHUYE-
CKHI aCCECMEHT; TeHEePaIHsl C MOANEPKKOH PeleBaHTHOH HH(OPMAIIH.
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Abstract. The paper proposes a method for automating the technical assessment
of employees in an IT company using a model for scoring responses to open-ended
technical assessment test questions. The suggested method employs retrieval aug-
mented generation by the large language model GPT-4o0 to create a reference answer
for the test question. Subsequently, a custom neural network model assesses competen-
cies by comparing a user response with the reference answer, both of which have been
vectorized using a pre-trained Russian-language model FastText. The developed model
is implemented as a Siamese neural network based on a multilayer perceptron, which
outputs a regressor predicting values ranging from 1 to 10. The experimental part of the
study was conducted on a dataset consisting of pairs of questions and answers from the
technical assessment test, scored by experts. The model performance, evaluated using
the mean squared error (MSE) on the test split, achieves 0.036, demonstrating a high
correlation between the model predictions and expert scores. The developed model and
method for automating technical assessment can contribute to optimizing recruitment
and monitoring employees’ competencies, as well as providing a deeper understanding
of their actual knowledge and skills in the context of rapidly changing technologies.

Keywords: transformer; generative neural network; large language models;
GPT-40; Siamese network; multilayer perceptron; technical assessment; retrieval aug-
mented generation.
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BBenenne

B coBpemeHHOM MHpe HHPOPMAITHOHHBIX TEXHOJIOTHM, TA€ KOH-
KypeHuus B cdepe IT-ycimyr mOCTOSHHO pacTeT, BaXXHO UMETh d(dek-
THUBHBIE METO/bI IPOBEPKU TEXHUYECKHX KOMIIETEHLIIHH COTPYIHUKOB.
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TpaauuoHHbIE METOJBI OIICHKH 3HAHUH MOTYT OBITH 3aTPaTHBIMH U
HEJOCTATOYHO TOYHBIMU. MBI CUMTAaeM, YTO MPUMEHEHUE METOJOB HC-
KYCCTBEHHOI'0 MHTEIJIEKTA AJII MOJCIUPOBAHUS MPOBEPKU KOMIIETCH-
U MOXET ONTUMHU3HPOBATH MPOIECC OTOOpPA M OICHKH TOTOBHOCTH
MepcoHaNia BBITIONHATH TPYNOBbIe (DYHKIIUH, YTO, B CBOKO OYEpe/pb,
JIOJDKHO CITOCOOCTBOBATH TIOBBINICHUIO YPOBHS MpoheccHoHann3Ma
cnenuanuctoB IT-xkomnanuii. MccrmenoBanue 3Toil mpoOIeMbl MOXKET
BHECTU BKJIaJl B Pa3BUTHC HOBBIX TEXHOJNOTHHA U MOAXOJOB K OLICHKE
Mpo(ecCroHaTbHBIX KOMITCTSHIIHMA, YTO OyIeT TOJE3HO AJI Pa3BUTHS
KaK HayK{ U MPOU3BOJICTBA, TAK U OOIIECTBA B IIETIOM.

Teopernueckne NpeANOCHIIKH

MHorue 3aaun 00pabOTKU €CTECTBEHHOTO SI3bIKa CETOIHSI MPO-
JNYKTUBHO DEIIAIOTCS C MPUMEHEHHUEM HEWpOoceTe — CM., HalpuMmep,
[Advancements in ..., 2024; Clark, 2024; Kumar, Singh, 2024; Xu,
McAuley, 2023] u np. DTH TEXHOJIOTHH TIO3BOJISIOT 3PPEKTUBHO 0Opa-
0aThIBaTh U aHAIH3UPOBATH OONBIINE OOBEMBI MHOTOSI3BIYHBIX TEKCTO-
BBIX JaHHBIX, 00eCIeYrBasi BHICOKYI0 TOYHOCTHh PEIICHUS TOCTaBJICH-
Ho¥ 3amaun [Lazuka, 2024; Zhu, 2024].

[lepBbIe HEHPOHHBIC CETH MMEIHM apXUTEKTYPY MHOTOCIOHHOTO
nepuentpona [Rosenblatt, 1958], koTopbIii CTpOUTCS H3 BXOMHOTO
CJIOsI, OJTHOTO WJIM HECKOJIbKMX CKPBITHIX IMOJIHOCBSI3HBIX CJIOCB M BBI-
XOJHOTO CJIOSl, OOYYarOIIUXCSl ¢ MCIOIb30BaHUEM METOJa 00paTHOTO
pacnpoctpanenus omuoOku [Rummelhart, 1986]. ApxuTekTypa OKa3bI-
BaeTCs TMOJIE3HOM IS 3a/1ad KiacCU(UKAIMU, PETPECCUU U PaCIO3Ha-
BaHHs 00pa3oB. C pa3BUTHEM TEXHOJOTHH 0OpabOTKH €CTECTBEHHOTO
sI3pIKA TIOSBUJIACH HOBAsl apXUTEKTypa HEHPOHHBIX CETel — TpaHCcQop-
Mephl [Attention is all you need, 2017]. TpanchopMepsl HCHOTB3YIOT
MEXaHWU3M BHUMAaHUS, KOTOPBIH MO3BOJISET MOJIENN (DOKYCHPOBATHCS HA
Pa3IMYHBIX YaCTSAX BXOIHBIX JAHHBIX NPHU WX 00paboTKe, 4TO OKasa-
JI0Ch 0COOEHHO 3(PQPEKTUBHO s 00paObOTKM TEKCTOBBIX IOCIEIOBA-
TEBHOCTEH, MPU PEIICHUH 3a][ad MAITMHHOTO MIePEBOJIa, CYMMapHU3aIiy
Y TeHEpaIus TEeKCTa.

Ceroanst TpanchopMepsl SBISIOTCS CTaHIAPTOM Je-(hakTo mpu
paboTe ¢ €CTECTBEHHBIM SI3BIKOM, MPHU 3TOM OJHUMH M3 HaubOoliee u3-
BECTHBIX ¥ IIMPOKO MCIONB3YEeMbIX MOJIENIe Ha OCHOBE TpaHchopMe-
poB sBisitoTca reHepatuBHble Monmenu GPT [Language models ...,
2019; Language models ..., 2020], pa3paboTaHHBIC KOMITaHUEH
OpenAl. GPT-monenu oOydarorcss Ha OONBIIUX 00BEMaX TEKCTOBBIX
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JAHHBIX U CITIOCOOHBI T€HEPUPOBATH CBSI3HBIN M OCMBICIICHHBIH TEKCT Ha
OCHOBE 3aJaHHOTO KOHTeKcTa. IlocimenHsas Ha CEromHSIIHHN ICHb BBI-
memmias moaens cemetictBa GPT — monens GPT-40 (omni) [GPT-40
System Card, 2024] — obnagaer yaydIIeHHBIMA OKa3aTeIAMH OBICTPOTHI
Y JICTICBU3HBI 00pa0OTKH JAaHHBIX, OOPA0OTKHU SI3BIKOB, OTIMYHBIX OT
AHTJIMMCKOro, a TakXKe JIOMOJIHCHA BO3MOXKHOCTBIO II0JIaBaTh Ha BXOJ
HE TOJIBKO TEKCT, HO U I/I3O6pa>KeHI/I$I1. Mopenu GPT namuiu mupokoe
MPUMEHEHHUE B 3aJa4aX aBTOMATUUYCCKOTO HAIKCAHUS TEKCTOB, CO3/a-
HUS 4aT-00TOB, IEPEBOIa U MHOTHX JAPYTHX.

Onnako GPT-monenu He NUIEHB HEOOCTaTKOB. Bo-mepBhIX,
Monenu GPT moryt reHepupoBaTh TEKCT, COAEpPKAILUN MPEAB3SITOCTD
WM HEXKENaTeIbHbIH KOHTEHT, TaK KaKk OHM O0ydYaroTCs Ha OONBIINX
o0beMax NaHHBIX W3 MHTEepHETa, KOTOPBIE MOTYT COJEPXKAaTh TaKHE
sneMmeHThl. Bo-BTopeix, Mogenu GPT moryt MHOrnma «rajItoLUHAPO-
BaTh», TO €CTh T€HEPUPOBATH TEKCT, KOTOPBIN KaXKETCS OCMBICICHHBIM,
HO HA CaMOM JIeJie He MMEET JIOTHYECKON CBSI3U WIIM CONCPIKUT (haKTH-
yeckne omuoOku. [TomxomoM it HUBETHMPOBAHUS HEOCTATKOB M yIy4-
LICHUST KayecTBa T'€HEPUPYEMOI0 TEKCTa SIBJISICTCS TeHepalus C MOA-
nepkkoi moucka [Retrieval-augmented generation ..., 2020], koTopas
codeTaeT B ceOe reHepaTHBHBIC MOJICIH M METOMBI MOMCKa MH(popMa-
MY TI0 BHEIIHUM UCTOYHHKAM, MPEINUCAHHBIM 0a3aM 3HaHuU. Takoit
MOAXOM TO3BOJISIET MOZAEIM HCIOJIb30BATh PE3YyNbTAaThl TMOUCKA IS
YIIY4IICHHS KA4eCTBa TEHEPUPYEMOT0 TEKCTa, JIeNast ero 60yee TOYHBIM
1 WH()OPMATUBHBIM, U CHUXACT PUCK MOSIBICHHUS MPEIAB3ATOCTU WU
HEXENaTeIbHOr0 KOHTEHTA, TaK KaK TEKCT T'€HEpUPYETCs Ha OCHOBE
0oJiee HaIeKHBIX ¥ MPOBEPCHHBIX JTAHHBIX,

Jnst pemieHus 3aad, ONUPAIOUINXCS HA BBITOJHEHUE OMEpaluii
CpaBHEHUs (pacrio3HaBaHUE JIUI, U300paKCHUH, TIOUCK TyOJIMKATOB U
MPOYMX), UCTIONB3YETCsl CHaMCKasi apXUTeKTypa Heifpocerel [Signature
verification ..., 1993], koTOpbIe COCTOAT M3 ABYX WM OoJee WICHTHY-
HBIX HEHPOHHBIX CeTeH, pabdoTaroIMX MapajuieIbHO M MMEIONIHX 00-
IIKEC Beca.

TpancdopmMepbl U cHaMCKUE HEWPOHHBIE CETH 00JaNaloT yHHU-
KaJIbHBIMU XapaKTEPUCTHKAMH U chepaMu MPUMEHEHHS, YTO TTO3BOIISICT
peniaTh ¢ X TOMOIIBI0 Pa3HOOOpa3HEIC 3a/1aul. B TaHHOM ucclienoBa-
HUU MBI COCPEAOTOYMIINCH Ha MPOOJIeMe MOJICITUPOBAHUS OICHKH TEX-
HUYECKUX KOMICTEHLUUH CcOoTpyaHUKOB [T-xoMmaHuii v mpemsoxuiu
(hYHKIIMOHATBHYIO CXEMY, KOTOpas OOBEIUHSIET 3TH TEXHOJOTHYECKHE

! https://platform.openai.com/docs/models/gpt-40
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pemcHua Ajid JOCTHXKCHUA LCIIW aBTOMATU3AllMH KOHTPOJIA 3HAHUH U
obOecrieurBaer AICKBATHYIO OLICHKY YPOBHA KOMHCTCHLII/Iﬁ COTpyAHU-
KOB, TaK KaK CTPOUTCH Ha OLICHMBAHUH OTBCTOB HA BOIPOCHI TECTA OT-
KPBITOI'O THIIA. Taxum 06p3.30M, MMpOoLCCC KOHTPOJIA TCXHUYCCKHUX KOM-
IICT! CH]_II/Iﬁ MMPOBOAUTCA B YCIIOBUAX €CTECTBCHHOI KOMMYHUKAIUU, 4TO
MO3BOJIACT BBISIBUTH Y TCCTUPYCMBIX peaJII:HBIﬁ 00beM HX 3HAHUU IO
AKTyaJIbHOMY B TeKyH_II/Iﬁ MOMCHT CTCKY TCXHOJIOI" 15178

MeTo010J10TH A HCCJIETOBAHU A

B 3amaun gaHHOW pabOTHI BXOIUT MPOBEACHUE MOJCITUPOBAHUS
CUCTEMBI TECTUPOBAHUS JIJISI aBTOMAaTU3UPOBAHHON MPOBEPKU TEXHUUEC-
CKUX KOMIETCHIIUH (TEXHWYECKOro accecMeHTa) coTpynaHukoB IT-
koMrnanuu. OopMbl MNPOBEACHUS TEXHUYECKOTO ACCECMEHTa MOTYT
OBITh MHOTOOOpa3HbI — TECThl, TPOCKTHHIC 3aJaHus, KOJUHT-
YeJUICHKY, MHTEpBbI0 W mpoume [Dubois, Rothwell, 2010], omnako
TECTUPOBAHUE OCTACTCs HauOoJee MOMYAIPHBIM U MPOCTHIM B UCTIOJN-
HeHuH. [Ipy MomenMpoBaHUM TECTHPOBAHMS MPO(ECCHOHATBHBIX KOM-
METEHIIUN KCIIONb30BAHUE BOMPOCOB OTKPBHITOrO TUIA UMEET Psif mpe-
HMMYIIECTB 110 CPABHEHUIO C TECTOBBIMU BOTIPOCAMU C BEIOOPOM OTBETA,
KOTOpBIC HE OTPaXKaIOT PEAbHBIX 3HAHMIA, a YaCTO JIUIIb MPOBEPSIFOT
CIIOCOOHOCTh JIOTUYECKH MBICIUTh, U3BJIEKAs U3 OTBETOB IOJCKA3KH,
HaJM4YUe OIPENETICHHOW J0oNu Be3eHHs (OTBET MOXXHO Yraaath), U,
KpOMeE TOro, pa3paboTKa TaKUX TECTOB TPeOyeT 3arpar, JONOJHUTEb-
HBIX ycuiwid. B cBOIO ouepesn, TECThI CO CBOOOIHO-KOHCTPYHPYEMBIMH
OTBETaMHM JIMIICHBI 3TUX HepocTaTkoB [Kapmosa, 2010], a 3Hauut, Mo-
T'YT TIO3BOJIUTH OOJIee JOCTOBEPHO OIICHUTh UMEIONIHICS Ha0Op 3HAaHUH
COTPYAHHKA 11O CTEKY TEXHOJIOTUH, TIpH 3TOM (hopMa «BOIIPOC — OTBET»
SIBJIICTCSI €CTECTBEHHON (opMoli koMMmyHuKanuu. OIHAKO aBTOMATH-
3a1us MPOBEPKH KOPPEKTHOCTH OTBETOB HA BOMPOCHI OTKPHITOTO THIA
TpeOyeT MOICTUPOBAaHUSI TOHUMAHUS BBEICKa3bIBAHUS.

[IpuarMas BO BHUMaHHE COBPEMEHHBIH YPOBEHb Pa3BUTHS TEX-
HOJIOTHI 00pa0OTKH €CTECTBEHHOT'O S3bIKa, UMEIOIIMEecs MmpenoOydcH-
HbIC OOJIBIIIME A3BIKOBBIC MOJICITH, MBI TIOJIaTaeM €CTECTBEHHBIM peIlie-
HUEM TOCTABICHHON 3aJaull MOACITUPOBAHUE TEXHUUECKOTO aCCECMEHTa
Ha OCHOBE TECTOB OTKPBITOrO THIA (NIl MOBBIMICHUS JOCTOBEPHOCTH
KOHTPOJISL 3HAHUH) C MPUMEHEHUEM HEHPOCETEBBIX MOJICNIEH /ISl aBTO-
MAaTHU3UPOBAHHON MPOBEPKU KOPPEKTHOCTH OTBETOB.

C y4eroM M3N0KEHHOro, PELICHUE 3a/1aui MOJICIMPOBAHUS TEXHU-
YECKOT'O aCCECMEHTA OCYIIECTBISIIOCh B HECKOJIBKO ITAIOB:
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1) pa3paboTka (HyHKIIMOHATBHON CXEMBI MTPOBEICHUSI aBTOMATH-
3UPOBAHHOMN OLICHKH KOMIIETCHLIMH;

2) moAroToBKa HaOoOpa NaHHBIX JJs OOydYeHHsS KOMIIOHEHTOB
CXEMBEI OIICHKH TEXHUYCCKUX KOMIIETCHIINH;

3) BBIOOp MOENICH MAIIMHHOTO O0YUYCHHUSI JJIs peasTu3aiiud KOM-
MMOHEHTOB (PYHKIIMOHAILHOW CXEMBI TEXHHYECKOTO acCeCMEHTa (B TOM
YHCIIe TeHEPATUBHOW OOJIBIION SI3LIKOBOM MOJIEIH JUIS TEHEpalluU 3Ta-
JIOHHBIX OTBETOB C TOJUICPKKON TOUCKA), IPUMEHUMBIX IS CO3JIaHUS
MPOTrPaMMHOr0 HHCTPYMEHTAPHUSI;

4) mpoBeIcHUE AKCIICPUMEHTAIBHOTO OOydYeHHsS MoJeneld Ha
MOATOTOBJICHHOM Ha0Ope JaHHBIX;

5) aHaNM3 Pe3yNbTaTOB MOACTUPOBAHUS.

(I)yHKIII/IOHaJI])HaH cxeMa OICHKH
TeXHHYECKHX KOMIIeTeHIIHii

MeI1 npeqiaraeM CIeayIomui MOAXO0 UIsl pelIeHUs 3aaud aBTO-
MaTH3alMi TEXHUYECKOro accecMeHTa. OIleHKa KOMIIETEHIIMH O/DKHA
CTPOUTHCS B PEKHUME JTManora. Bompocsl amsi TeCTUPOBAHUSA TOTOBITCS
3apaHee W MPEAbSBISIOTCS COTPYAHUKY, KOTOPBIA (POPMYIUPYET OTBET
Ha €CTECTBEHHOM si3blke. KOMMyHUKaIUs BEIETCS HA PYCCKOM SI3BIKE.
CucrtemMa mojiy4yaer OTBET TECTUPYEMOTO, CPaBHUBACT MOJYyYECHHBIN
OTBET C 3TAJIOHHBIM U CTaBHUT OIICHKY HA OCHOBAHWH CTETICHH CXOJICTBA /
pa3auyMs C 3TAIOHOM. DTAJIOHHBIH OTBET (DOPMHUPYETCS C MOMOIIBIO
npenoOyueHHON OOMBINION A3BIKOBOM MOJIENU C IPUMEHEHUEM TTOX0a
TeHEpaINK C MOAJEPKKON MOUCKa 1o 0asze 3HaHWM. ba3a 3HaHUH BKITIO-
YaeT JJOKYMEHTHI, CoJiepKalie NH(POPMAIIUIO, PEIICBAHTHYIO JIJIS OTBETA
Ha BOIIPOC TECTa KOMIICTCHIIUH.

OYHKIIMOHAIbHAS CXEMa OICHKU TEXHUYECKUX KOMIICTCHIINI
npuBeacHa Ha puc. 1.

Bonpoc Tecta

CoTpyaHuk LLM

Oreetl CpasHeHue Oteet2 Basa
3HAHUI

06beKm OyeHKU amarnoH

OueHKa OTBETA COTPYAHUKA

Puc. 1. ®yHKunoHaNEHAS CXE€Ma OIIEHKU TEXHUYCCKUX KOMIIETEHITHI
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Taxas (bYHKL[I/IOHaIIBHaH CXEMa MO3BOJISACT BBIIIOJHUTL pCajin3a-
OO CUCTEMBI TCXHUYCCKOI'O aCCECMECHTA B (bopMe Telegram—60Ta.

IHoaroroBka HaGopa JaHHBIX

[IpeanoxenHas (QyHKIHOHAIBHAS CXeMa OLEHKH KOMIICTCHIIUH
npeaonpeaenuia IOAroTOBKY Habopa AaHHBIX AJsl OOydeHHs pa3iny-
HBIX KOMIIOHEHTOB peaju3aluy (DYHKIHOHATBHOW CXEMBI, BKJIIOYAIO-
LIETO CJEAYIONINE KOMIIOHEHTHI: 1) mepedeHb BOMPOCOB TECTa MPOBEPKU
TEXHUYECKHX KOMIIETEHIINH, CONMPOBOKIAIOIINXCS TEKCTaMU MaTepua-
JIOB, COIEPXKALIUX PEICBAHTHYIO TeMe BoIpoca MHGOpPMALUIo, U3 KOTO-
PBIX MOXKET OBITh MOMyYeH NMPaBUIILHBINA OTBET Ha BOIPOC TecTa; 2) Habop
JaHHBIX, BKIIOYAIOIINH Maphl «BOIPOC TECTa — OTBET HA BOIIPOCH C YH-
CJIOBOW OLIGHKOM, ONpeneNdromeil CTeneHb KOPPEKTHOCTH OTBETa Ha
MOCTaBJICHHBIH BOmpoc. B kauecTBe IIKasbl OLEHUBaHUs OblIa IPUHSTA
IIKaJa ¢ AWana3oHoM omeHok oT 1 go 10, roe 1 — oTBET MOMHOCTHIO
HeBepHbI, 10 — OTBET COBEPIIIEHHO KOPPEKTHBIM.

s anpobanmy QyHKIMOHATBHOM CXeMbI ObLIH B3STHI MaTEpPHAIBI,
TIpeocTaBIeHHble Kommnanueii 3divi'. KoMmanus sBisercs yCIelHbIM
npeanpusTueM B cdepe pazpaboTok B 00JIACTH KOMITBIOTEPHOTO 3pe-
HUs. [{ng nmpoBeneHus: SKCIepuMEeHTaIbHON paboThl KoMIaHuel ObLTH
MIPEIOCTaBICHBI BOIPOCHI TECTA TEXHUYECKOI'O ACCECMEHTA I OLIEHKH
3HAaHUH COTPYAHUKOB IO CTEKY TEXHOJIOTHH, BKmoyas C++, frontend-
pa3pabotky, backend-pa3paborky. s kaxmaoro Borpoca SKCIepTaMu
KOMITAHUH OBUIH ONpenesieHbl THIIEPCCHUTKH Ha JOCTYIHbIe B MIHTepHETe
TEOpEeTHYECKHNEe MaTepuaisl o cTeKy TexHonoruil. Kaxmomy Bompocy
TecTa OBUTH IOCTaBJICHBI B COOTBETCTBUE OTBETHI HA 3TOT BOIIPOC, B TOM
YyClie TIPAaBUIBHBIA OTBET U OTBETHI C Pa3IMYHOM CTENEHBIO KOPPEKT-
HOCTH, COCTaBJIEHHbIE COTPYIHMKaMH Komnanuu. Kaxnomy otBeTy ObLia
JlaHa LIENOYMCICHHAs OLIEHKA 3KCIEPTOM M3 YHCia COTPYIHUKOB KOM-
MaHuM B Juana3oHe oT 1 (OTBET COBEpIICHHO HeBepHEIH) 10 10 (oTBeT
MOJTHOCTBI0 KOPPEKTHBIN). Kaxnplli OTBET OLEHMBal OIWH SKCIEpT,
00J1a1al0IMK OTBITOM Pa3pabOTKH Ha COOTBETCTBYIOIIEM CTEKE TEXHO-
noruii. CoOCTaBIEHHBIH TakuM 00pa3oM MEpBBIA MOIHAOOpP JaHHBIX
BKJIIOUan 76 map BONPOCOB — OTBETOB C 3KCIIEPTHBIMHU OL[EHKaMH KOp-
pexTHOoCcTH oOTBeTa. KomnuecTBeHHas XapaKTEpUCTHKA TMOIY4EHHBIX
JaHHBIX MTpHUBEACHA B Ta0m. 1.

! https:/3divi.ru/
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Tabmuma 1

KonuuectBennas XapaKTCPUCTUKA UCXOOAHOI'O no;[Ha6opa JaHHBIX

Komnmuecto Komnmuectso Bceero nmap
Crex TeXHOIOrui BOIIPOCOB OTBETOB Ha BOIIPOCOB —
TI0 CTEeKY Ka)KIbIH BOIIPOC OTBETOB
frontend- 1 ) 29
pa3paborka
C++ 11 4 44
backend- 10 1 10
pa3paborka
Bceero 32 - 76

C uenpio pacIIMpeHHs COCTAaBJICEHHOTO HA0Opa JaHHBIX OBLI
TaKxke co3mad mnpotorun Telegram-6oTta, peanu3yromui QyHKIHOHAI
MPEABSBICHUSI BOINPOCOB TEXHHMYECKOT'O0 aCCECMEHTa MOJIb30BATENSIM,
0e3 BBIMOMHEHUSI aBTOMATU3UPOBAHHONW OLIEHKH ITOJYYEHHBIX OTBETOB,
HO C COXpaHEHHEM TOJydeHHBIX OTBETOB IOJIb30BaTENECH B 0a3y OTBe-
ToB. ba3za Bompocos 60oTa Obl1a cocTaBieHa U3 BONPOCOB IEPBOTO MO~
Habopa JaHHBIX U pacUIMpeHa 3a CYeT BOMPOCOB MO padoTe ¢ Oazamu
JaHHBIX U git-perosuropueM. O0mumii 00beM 0a3bl cocTaBUII 55 BOIpPO-
coB. Jloruka cuenapus 60tra BKiroyaeT: 1) BEIOOp CTeKa KOMIIETEHIIHIA;
2) moclieIoBaTeNbHOE MPEIbIBICHNE BONPOCOB CTEKa KOMIICTEHIHH,
MPEANONAraloIiX, YTO TONb30BaTENb JaeT OTBETHl OTKPHITOTO THIIA;
3) coxpaHeHHe OTBETHBIX COOOIICHUI IOJIb30BaTeNell 6oTa B 0a3e OT-
BeToB. TakuM 00pazom, ObUT OCylIecTBIECH cOOp OTBETOB Ha BOIPOCHI
TECTa OLIEHKH TEXHUYECKMX KOMIIETEHIIMH B MPOIecce ompoca COTpy -
HUKOB KommnaHuu. CocTaBieHHass 0a3a OTBETOB jajee IepeaaBajach
9KCIepTaM KOMIaHUHM JJIsl YUCIIOBOW OLIEHKH KOPPEKTHOCTH OTBETOB.

Pe3ynbpTaToM STama mOArOTOBKH JAaHHBIX CTal HAOOp JaHHBIX W3
IBYX TOAHA0OPOB, CTPYKTypa KOTOPOrO BKJIIOYAeT: 1) BOMNpoc TecTa
KOMIISTEHIUH, 2) CBOOOMHBIN OTBET Ha BOIPOC TECTa, 3) OIEHKY OTBE-
Ta no mkaine ot 1 go 10. B Habope naHHBIX Hcnonb3yercs 55 pa3nud-
HBIX BOIIPOCOB IO CTEKY TEXHOJIOTHH, MPH 3TOM B 00IIEi CIOKHOCTH
HaOop comepkuT 186 map BOMpPOCOB — OTBETOB C OI[CHKAMH.
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HmnemenTanyus KOMIIOHEHTOB
(pyHKIHMOHAJIBLHOI cXeMbI

[ocTpoennas GyHKIMOHATBHAS CXEMa TEXHUYECKOr0 aCCECMEHTa
MpeaonpeaensieT HeoOX0JUMOCTh BEIOOpa TEXHUUYECKUX PELICHUH AJs
HUMIUIEMEHTAINN KaK0Tr0 U3 €€ KOMIIOHEHTOB, BKIIIOYas:

1) BBIOOp MoOZENH IS TEHEPaAMK ATATIOHHOTO OTBETA;

2) BBIOOp croco0a BEKTOPHU3aLlMK OTBETa MOJb30BATENsS W 3Ta-
JIOHHOTO OTBETA;

3) mocTpoeHUE MOJICIH, ONPEIENISIONICH CTeleHb OJIM30CTH BEK-
TOPOB M OTOOpa)karollel IMOoNTydYeHHbIE BEKTOPHBIC NMpPEACTaBICHHUS Ha
YHCJIOBYIO LKAy, MOKa3bIBAIOIIYI0 CTENEHb KOPPEKTHOCTH IONyYCH-
HOTO OTBETA.

J11st TOArOTOBKU 3TAJOHHOTO OTBETa MBI BBEIOpaiu mpenoOydeH-
HYI0 TEHEpaTUBHYIO s3bIKOBYI0 Monenb GPT-40, Bepcus gpt-40-2024-
05-13, koTopas B pexxuMe TeHepaluy ¢ MOJIEPKKON MoKcKa 1mo cgop-
MHUPOBAaHHOMY HMHJIEKCY (DOpMHpYET OTBET Ha BONPOC TECTa OLCHKH
TEXHUYECKHX KOMIIETeHUWH. [ momcka 3TajJOHHOrO OTBeTa Ha BO-
MIPOC TECTa TEXHUYECKOI'O aCCECMEHTA MCIOIBb3YETCs AJOKYMEHT, MOIYy-
YEeHHBIH 10 CChUIKE M3 HAabopa JaHHBIX W COIEpKalluil WH(POPMAIIHIO,
pEleBaHTHYIO AJsl OTBETa HA BOIPOC, TaKUM 00pa3oM obecreyuBast
BO3MOXKHOCTB peau3allii MOJX0Aa T'eHepalli STaJOHHOTO OTBETa C
MOJ/IePKKON moucka. JJoKyMeHT mofaeTcs B KOMIIOHEHT ISl WHAEKCH-
poBaHus TekcTa VectorStorelndex ¢peiimBopka Llamalndex, B pe3yins-
TaTe 4ero Ha OCHOBE MOJaHHON WHGopManuu (GopMHUpyeTcs UHIACKC.
Jlanee moAroTOBIEHHBIM MPOMNT BUIA: «Hanuwiu Ha pycckom A3viKe 8
HECKONbKUX npedniodcerusix omeem Ha gonpoc: “Q”», rne J — TeKCT
BOMpOCa M3 TECTa OLEHKM TEXHHMYECKMX KOMIETCHIMH TOAAeTCs Ha
uHTEepQeic B3aUMOACHCTBHS C CO3IAaHHBIM MHICKCOM. B oTBer Ha 3a-
Mpoc TeHepHupyercs OTBET Ha OCHOBE W3BJIEUEHHOW HH(popmammu c
npuMeHenneM mozaenu GPT-40, mist KOTOpoH YCTaHOBJIEH Mapamerp
Temrnepatypsl paBHblid 0,2. [lomydeHHBIH TakuM 00pa3oM OTBET pac-
CMaTpHBaeTcs Kak 3TajJOH MPaBHILHOIO OTBETA HA MOCTABIICHHBIA BO-
poc Q.

Jlanee TEKCT OTBETa MOJIB30BATENS U MOMYYCHHBIN STAJIOH Mpe-
CTaBISIIOTCA B (popMme BeKTOpa, AJS Yero BeIOpaHa mpenoOydeHHasl Ha
pycckux Tekcrax mojaenb FastText [Enriching word ..., 2017]. Hus
BEKTOPHOI'O IPEACTAaBICHUI MCHOIB3YETCSI METOH get sentence vector
oubnmoTeku fasttext ¢ MOArpykeHHON 00yYEeHHON MOMETBIO VIS PyC-
CKOT'O 53bIKa, TAKUM 00pa3oM, TEKCT OTBETa COTPYIHHKA M TEKCT dTa-
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noHHoro orsera Monenu GPT-4o, creHeprpoBaHHOIO MO MPOMITY Ha
O0CHOBE C(HOPMHUPOBAHHOIO HMHJEKCA PEIEBAHTHOTO TEME JOKYMEHTa,
npeacrasisaorces B popme 300-MepHBIX BEKTOPOB.

[TomyueHHBIE BEKTOPBI OTBETA MOJB30BATENS M ATATIOHHOTO OTBE-
Ta MOJAIOTCS HA BXOJ MOJIEIH, UMEIOIIEN CTPYKTYPY CHaMCKOW HEHPOCETH.
ApxuTeKTypa BEeTBH 0a30BOM YacTH MOJIENIN MpPEACTaBiIsieT co00i MHO-
TOCJIIOMHBIA TEPLUENTPOH, BKIIOYAIOUIMM TpPU TMOITHOCBS3HBIX CIOS.
B Hauane ceTu UCTIONB3YETCS IUPOKHUHA CIOH ¢ OOJBIIUM KOTHYECTBOM
HeiipoHoB (1024), 9TO MO3BONSET 3aXBaTHIBATh CIIOKHBIE M BBICOKO-
YpOBHEBBIE MIPU3HAKH. B cepenuHe ceTH KOIMYeCTBO HEMPOHOB YMEHb-
maercs (128), cy:xeHre criocoOCTBYET BBIACICHHUIO Ooyiee crenuduye-
CKMX MpHU3HAKOB. B KOHIlIE CETHM CHOBa YBEIWYMBAECTCA KOJIMYECTBO
HelipoHoB (1024), yTo MO3BONAET WHTErPUPOBATH U 0000ILATH U3BIIE-
YeHHBIC IPU3HAKU. Y3Kui cioii aktusupyercs ¢pynkuuei ReLU. K mm-
POKHM CJIOSM TIPUMEHSETCSl aKTUBALMOHHAsT (PYHKIMS — HKCIIOHEHIHU-
anpHas nuHeiiHag enuHnna (ELU), kotopas 3agaercs Kak:

x,npux = 0

ELUGx) = [ex — 1, npux < 0

[Mpumenenue >TuX QyHKIUH aKTUBAIIMY BBOJUT HEIHHEHHOCTD B
MOJICNIh U TTO3BOJIIET OTCICKUBATL OOJIee CIIOXKHEIEC 3aBUCHMOCTH. Ka-
JKIBIA TOJHOCBA3HBIM CIIOW COMpOBOXKIAETCs ciosMu Dropout ans
MpeAOTBpaIIeHHs epeoOyUYeHHs U YIydlIeHus: 00001maromeid cnocoo-
HOCTH MOZCIH.

BekTopbl mpu3HaKoB, MONTyYEHHBIC U3 BETBEH 0a30BOM CeTH s
000UX BXOJIOB, BRIYMTAIOTCS NPYT U3 Apyra. [lomydeHHBIH BEeKTOp pas-
HOCTH MOJACTCS Ha COKMMAIOIINK ITOJHOCBSI3HEINA CJION M J1ajiee CJIOM-
perpeccop.

ApXUTEKTypa PErpecCMOHHONM MOJETH, BBHIIOIHSIONIECH CpaBHE-
HUE JBYX BEKTOPOB, MPEICTABIISIONINX COOOH BBITIOJHEHHBIE C TTOMO-
mpto FastText cBepTKH OTBeTa COTPYMIHUKA U STAIOHHOTO OTBETA, TPHU-
BeJicHA Ha puc. 2.

[Toctpoennas apxutekrypa conepxu 637 185 mapamerpos. Ilpu
00yUYeHHH MOJIENIA UCTIONB30BaNIach (PYHKIUS MMOTEPh — CPEAHEKBAIpa-
TryHas omubka. KomumdectBo snox odydenus: 500, pazmep O6atya: 32.
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dense_71 (None, 300)
Dense | linear | output: | (None, 1024)

[ o 20

[ input_37 [ input: |[(None, 300)]\ | input_38 | input: [[(Ncne, 3Dﬂ)]|
[ mputLayer | output: | [(None, 300)] | | InpurLayer [ output: | [(None, 300)] |

e 020

model 24 | input: | (None, 300)

Functional | output: | (None, 1024)

[ subtract_12 [ “input: | [(None, 1024), (None, 1024)] |
\ Subtract |ourpul:‘ (None, 1024) |

[om oo | e, 20

| Dense [ relu [ output: | (None, 64) dense_73 (None, 128)
Dense (None, 1024)

ELU (None, 1024)

[ o [ i [ | v, | :

Puc. 2. ApxuTeKTypa MOIEIH OICHKH TEXHHYECKUX KOMITETCHITUIA

OOy4eHue MpoBOAMIOCH Ha TECTOBOM M BaJIMIAIIMOHHON BEIOOD-
Kax Habopa JaHHBIX, BBIJICIEHHBIX B cooTrHomeHnu 70% u 15% coot-
BercTBeHHO. OctaBmmecss 15% BBIOOPKH BOIUIH B TECTOBYIO YacCTh.
HeneBas nepeMeHHas — SKCHEPTHAS OLICHKA KOPPEKTHOCTU OTBETA — BO
BCEX BBIOOpKax OblIa MacIITabMpoOBaHA MO MaKCUMAILHOMY 3HAYCHUIO
10 mns yckopeHHs CXOJMMOCTH W TIOBBIIICHUS CTaOWIBHOCTH 00y4Ye-
Hus. TakuM o0paszom, IieneBasi epeMeHHas, Toj[aBacMasi B MOJEIb,
npuHUMaia 3HaueHus B auamnasone [0,1; 1].

PesyabpTatsl

B xozme skcmepuMeHTanbHON paboThl OBLIO ampoOMpPOBAaHO He-
CKOJIBKO BapUaHTOB apXUTEKTYphl M HACTPOMKHM TapaMerpoB. OmucaH-
Has B MPEIbIAYIIEM ITYHKTE apXHUTEKTypa MOJENHN IoKa3ana Ha Basd-
JAMOHHOW M TECTOBOH BBIOOpPKaX HaWIydllnui pe3ynbsTar. ['paduxu
¢yHKIMU oTeph 00yueHus (puc. 3) IEMOHCTPUPYIOT JOCTaTOYHO CTa-
OWbHBIA mponecc oOydeHust monenu. CpeaHekBaapaTHyHas OmHMOKa
Ha TecToBOH BbIOOpKE cocTaBmia 0,036, cpennsis abcomoTHas ommobKa —
0,138. Koaddumuent nerepmunanuu R2 cocrapmi 0,718.

[Ipumep npenckazaHuii MOAEIN B COTIOCTABICHUH C DKCIIEPTHBIMU
OLIEHKaMH KOPPEKTHOCTH OTBETOB IIPHUBEICH Ha pHcC. 4.
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Loss
0.5 1 —— MSE 06yyeHne
- MSE Banupauvs
ks @ MSE TecT
g, 03
wn
=
0.2
0.1 B
®
0.0
0 100 200 300 400 500
3noxa
Puc. 3. Usmenenne ¢pynkimm noreps MSE Ha o0ydaromei,
BaJIMJIAIIMOHHOM W TECTOBOW BHIOOPKaxX
que answer ethalon predicted score  actual score

3ambikanite (closure) — o0 hyHKLA

Y10 Takoe 3ambikakme N . BMECTe C OKpYKAIOLU/M €& KOHTEKCTOM,
[ocTyn k 06RaCTH NaMATH, OGBABNEHHOI BO BHELUHe thyHKLM

“ 8.637697219848633 8
(closure)? KOTOPHIii COXPAHSETCH U MOXET GbiTh
UCNON5308aH NPU BbI30BE STV (yYHKLIM
Move cemanTuka B C++ nossonseT
nepeaaBaTh pecypcs! OT OAHOTo 06bekTa
e Faros move NO3BONAET UIBABUTLCS OT HEHYKHOTO KOMMPOBAHNS AZHHBIX, NOBLICUTS K ZAPYroMy 663 KONUPOBaHUS, UTO
ceMarTuKa, U e oHa g i 9.973758697509766 10
e 3PEHeKTUBHOCTS UICMONL30BaHMS Kenesa ShcpeKT/IEHO MCnonbayeTes Ans
ONTUMU3ALUY PaBOTLI ¢ BPEMEHHSIMI
OBBEKTaMY U BUHAMUYECKOI NaMATS10.
CyTb JWT sakniouaeTes 8 TOM, UTo 370
KOMNKTHBIi! 11 CaMOAOCTATOUHBIN TOKEH
B uemy cyTo JWT v kak ANs nepeaauy UHQOPMALM MEXaY
MPOUCKOAUT NPOBEPKA 1,50 naetes noamMch 1 CPOK Ki3HM ToKeHa GropoHaMi, a nposepka Alosepua Kk 3.811227321624756 2
4TO TOKEHY MOXHO TOKEHY NPOMCXORWT Uepes BepHdMKaLio
AosepaTL? €10 NOANVCH C MCONb30BaHMEM
CEKPETHOTO KNioua Uk NyGAMUHOTO
Knioua.
MaTTepH saga B MMKPOCEPBHCHOM
Kakyto npobnemy ‘apxVITeKTYpe No3BONSET pelath
no3sonser pewars npo6nemy ynpasnexus
naTTepH saga B X pacnpeeneHHLIMM TpaH3aKLMAMM, 0.0 1
MVKpOCEPBICHOIH ofecneuttBas COrMacoBaHHOCTL AaHHIX
apxuTuKTYpE? U BO3MOKHOCTS OTKaTa Onepauyii B
cnyuae owwBoK
MaTTepH saga B MUKPOCEPBHCHOI
Kakyto npobnemy apxyTeKTYpe No3BONSET pelath
N03BONSET pelwats npo6emy ynpasneHus
narTepH saga B TpaHaakumm pacnpeaeneHHbIM1 TPaH3aKLMAMM, 9.219715118408203 2
MUKPOCEPBHCHOI 0BeCeuBas COrnacoBaHHOCTS AaHHBIX
apxuTKType? 11 BOSMOXHOCTS OTKaTa OMepaLiii &

cnyuae owwoK

Puc. 4. ®parmenT npenckazaHuii MOJIENI HA TECTOBOH BEIOOpPKE

B niennom mMopens 1eMOHCTpPHPYET AOCTATOYHO BBICOKYHO KOppe-
JISIIIMEO C OI[CHKAMHU OTBETOB, BBICTABJICHHBIX DKCIIEPTAMHU, — CPABHUTE
3HAUYCHHS B KOJOHKaX predicted score (olleHKa MOAENHN) U actual score
(omenka skcmepTa) Ha puc. 4. BMecTe ¢ TeM B OTACTBHBIX CIydasXx MoO-
JeTh MoKa3ajia 3HAYMTENILHO PasHSAIINECS PE3yabTaThl (CM. MOCTSTHIH
npumMep Ha puc. 4). Takoe OTKIOHEHHE MOXKET OBITh 00YCIOBICHO Ma-
JBIM 00BEMOM U HecOaTaHCHPOBAHHOCTBIO BBIOOpPKH. Clemyer orMme-
THTh, YTO KOPOTKHE OTBETHI B IEJIOM XY)KE HHTEPIIPETHPYIOTCS MOJIEIBIO.
Hannyme kIroueBOro caoBa W3 3TAJOHHOTO OTBETa, KaK MPABHIIO, B
3HAYUTEIBHON CTEIIEHN BJIMAET HA €r0 CMEILEHUE MOIEIBIO HA IIKAJIE
OI[CHOK B CTOPOHY MPABHUJIBHOTO OTBETA. 3aMETUM, UTO 3HAYUTEIbHBIC
OTKJIOHCHHs Ha HaIleil BBIOOpKE BCeraa JEMOHCTPHUPOBAN OTBETHI,
KOTOPBIC MOJICITBIO OIICHEHBI JTYYIIe, YeM IKCIIEPTOM.
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3aka1oueHne

B crarbe npencraBiieHa QyHKIIMOHANEHAS CXeMa JJIsi aBTOMAaTH-
3aIlM¥ OLEHKU TEXHUYECKUX KOMIETEHIUNA COTpyAHUKOB IT-koMmanuii.
Pa3zpaboranHasi cxeMa TECTUPOBAaHHS OCHOBBIBACTCS Ha JBYX KITFOUC-
BBIX aCIEKTax: a) UCIOIb30BAHUU MPENOOYICHHOW S3bIKOBONH MOJICITH
JUISL TEHEPAILUU 3TAJIOHHBIX OTBETOB, MOMYYCHHBIX [0 PACHIMPEHHOMY 3a-
MpoCy, BKIFOUYAIOIIEMY WH(OPMAIIUIO, PETICBAaHTHYIO IS OTBETa, U 0) Co-
MIOCTABIICHUH OTBETOB TECTUPYEMOIO C 3TAJOHOM C TOMOIIBIO CHAM-
CKOI1 HelpoceTn Ha 0a3e MHOTrOCIIOWHOrO TieprienTpoHa. [IpennoxenHas
CcXeMa aBTOMATHU3aI[UU TEXHUUYECKOTO aCCECMEHTA TIO3BOJIAET MOBLICUTh
3¢ (HEeKTUBHOCTH TPOIEAYPHl OINICHKH 3HAHWUN COTPYMHUKOB. [loBbImie-
HUe 3((HEKTUBHOCTH CBSI3aHO, BO-TIEPBBIX, C TEM, YTO aBTOMAaTU3aIUs
OLIEHKU OTBeTa B (DOpPME TEKCTa COKpaIllaeT BpeMs U PECYpPCHI, 3aTpadu-
BaeMbIC Ha PYYHYIO ITPOBEPKY TaKUX OTBETOB. Kpome Toro, coOCTBEHHO
pa3paboTKa TecTa ¢ OTKPBITBIMUA BOIPOCAMH MEHEE TPYyJoeMKa, YeM
COCTaBJICHHE BOMPOCOB U BO3MOXKHBIX OTBETOB K HUM. B0-BTOpBIX, HC-
MOJIb30BaHUE OTKPBITHIX BOIPOCOB BMECTO TECTOB C BBIOOPOM OTBETa
crocoOCcTByeT Oosiee TITyOOKOU OIEHKE peaslbHbIX 3HAHWM U HABHIKOB
COTPYAHHKOB. BHenpenue pazpaboranHOM Moieny ¥ (YHKIIMOHATLHOM
CXEMBI TECTHPOBAHHUS B MPOU3BOJICTBCHHBIN TPOI[ECC MOXKET CIOCO0-
CTBOBaTh ONTHUMH3AIUHU Ipollecca 0TOOpa IMepcoHaa M PEryssipHOro
MOHHUTOPUHTA COOTBETCTBUSI TEKYIIETO YPOBHS KOMIICTEHIIMN COTpY.I-
HUKA COBPEMEHHOMY COCTOSIHUIO TEXHOJIOTHM.

JanbHeilliee COBEPIICHCTBOBAHUE MOJEIU OI[EHKU KOMIIETEH-
IUHA COTPYAHUKOB MOXET OBITH MPOBEICHO B PE3YNbTATe armpoOaruu
BO3MOXKHOCTEH MPUMEHEHUs aHcaMOJieii TpeqoOydeHHBIX S3BIKOBBIX
MoJenell B apxuTekType Heripocetu [Ensembling finetuned ..., 2024],
KOTOpasi BBIMIOJIHAET COMOCTaBJICHUE OTBETOB COTPYIHUKOB C 3TAJIOH-
HbIMU. OTHENBHBIM ACMEKTOM JJI MU3YYCHHS SIBISICTCS DKCIEPUMEH-
TaJbHOE UCCIICOBAHUE CIOCOOOB MpENBapUTEIbHONH 0OpabOTKU TEK-
CTOB, KOTOpHIE BIIOJIHE MOT'YT BIUSATh Ha pacCliO3HABAHUE CEMaHTUUYECKHU
3HAYMMBIX KOMIIOHEHTOB B TekcTe [babuna, 2024]. Bo3MokHOCTH ONTH-
MU3ALHK TPOLEAYp U AJITOPUTMOB T'€HEpAllUU 3TAJOHHBIX OTBETOB C
Y4eTOM JIOTIONIHUTEIBHO HAWJICHHOW peIeBaHTHOW MH(OPMALUU Tpe-
OyeT nanbHeiero uzydenus. Mccnenopanue BIUSHUS HA PE3yJIbTAThI
OLIEHKU PA3JIMYHBIX (PAKTOPOB, TAKUX KaK THIT BOIPOCA, JIMHBUCTHYC-
CKHE XapaKTEPUCTUKU PEIICBAaHTHON BOMPOCY MH(OPMAIIUU B IPOMIITE,
AKCIUIMIMTHOCTG / UMILTUIIUTHOCTD MPEJCTABIICHHON B IIPOMIITE pee-
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BaHTHOM MH(OPMAIMK U MPOYUX, TAKXKE SBISIETCS] BAXKHBIM HarlpaBlie-
HUeM A5 Oyaymux paOor.

Pe3ynbTaThl JaHHOTO HMCCIEAOBAHMS MOTYT OBITH TOJIE3HBI JJIS
nanbHelmieil pa3paboTKu He TONBKO CHCTEM KOHTPOJISl 3HAHHWH B CIie-
IUATBFHON 00IacTH 3HAHUH, HO TaKKe U 00yJaroluX CUCTEM, KOTOpPbIC
CMOT'YT MIOMOYb HOBBIM COTPYJHHMKaM ObICTpee aganTHpOBaThCS K Tpe-
0OBaHMAM KOMIIAHUH M OCBOMTH HEOOXOIUMBIC TEXHOJIOTHH.
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